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Abstract The dense gas flow and heat transfer in micro- and nano-channels was
simulated using the Enskog simulation Monte Carlo (ESMC) method. The results were
compared with those from the direct simulation Monte Carlo (DSMC) method and from
the consistent Boltzmann algorithm (CBA). The dense gas flow and heat transfer
characteristics were thus analyzed. The results showed that when the gas density was
large enough, the finite gas density effect on the flow and heat transfer cannot be ignored,
which decreased the skin friction coefficient and changed the heat transfer characteristics
on the channel wall surfaces.
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The flow and heat transfer in micro/nano electro-mechanica-systems (MEMS/
NEMS) is an important theoretical problem, which drives or regtricts the further de-
velopment of MEMS/NEMS. Now this kind of studies are of hot activity!™?. Due to the
small characteristic length, the gas in micro- and nano-channels shows different features
from the one in flow and heat transfer a macroscale. Generally, the mean free path of
gas, even under common temperature and pressure, could be comparable to the charac-
teristic length of the microscale channel, which results in a large Knudsen number, and
therefore the rarefied gas effect could be remarkable on the transport process. In fact, the
velocity dip and temperature jJump on the surface have been validated both in theory and
in experiments for micro gas flows!.

Tsiert” ever presented a detail analysis on similarity of rarefied gas flows in 1946. In
recent years, a few researchers have introduced this similarity into the investigation of
micro gas flows!® . It was pointed that the micro gas flow could be similar to the rare-
fied gas flow as long as the perfect gas assumption was satisfied”. This result made
much convenience for the studies on the micro gas flow. A lot of theories and modeling
methods for the rarefied gas have been successfully applied in micro flow investiga-
tions®*”. However, in MEMS/NEMS another case could be met where the gas is not
only in high Knudsen number but also in high density (pressure)®. In such cases, the
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continuum assumption breaks down and the continuum-based theory cannot provide
correct predictions; aso the perfect gas assumption fails down, and the present rarefied
gas theory and modeling methods are invaluable. Alexander et a.[¥ proposed a consis-
tent Boltzmann algorithm (CBA), and tried to expand the rarefied-and-perfect-gas-as-
sumption based direct simulation Monte Carlo (DSMC)? method to dense gas and
even liquid, by introducing an additional displacement after the molecular collisions.
This modification replaced the equation of state (EOS) for perfect gas by the van der
Waals eguation. This method has been applied successfully in modeing of nuclear
flon™¥, gas- liquid interface characteristics’®, and micro and nanoscale non-ideal gas
flont™™. However, it was also noticed that the additional displacement changed not only
the EOS but also the gas transport characteristics. As a result, when the gas molecular
volume to the whole volume ratio was high, the gas transport would depart greatly and
make the predictions failurel*+9.

Enskog modified the Boltzmann-based hard sphere model in 1922, and presented the
famous Enskog equation for the finite gas density effect!*”:
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where ©@(x) is the Heaviside function, r is the coordinate vector, ¢ =&, ois the mo-
lecular diameter, g=v—v , v'=v—(d-g)d,and v/ =v +(6-g)6 .

Unfortunately, the Enskog eguation is more complex and harder to solve than the
Boltzmann equation. Recently, simplified kinetic models that keep the essential features
of the Enskog equation have been proposed!*®. Asin the case of the Boltzmann equation,
a different approach consists of solving the Enskog equation by means of a rumerica
Monte Carlo agorithm in the same spirit as the DSMC method of solving the Boltzmann
equation™. Montanero and Santos® presented an Enskog simulation Monte Carlo
(ESMC) method similar as Nanbu's DSMC. Subsequently, they™ and Frezzotti'? in-
dicated respectively that a new ESMC method similar as Bird s DSMC had better com-
putational efficiency and did better in momentum and energy conservations. The previ-
ous research was creative and fundamental, however, the aspects on the dense gas simu-
lation was still qualitative. This paper developed the latter ESMC method, and used this
method for modeling and analyzing the flow and heat transfer characteristics of
high-K nudsen-number and high-density gas flow in micro- and nano-channels.

1 Numerical method
1.1 Enskog simulation Monte Carlo (ESMC)
The Enskog simulation Monte Carlo (ESMC) method used in this paper was first
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presented by Montanero and Santos**?". Similar as the DSMC method, it solves the
dynamic equations for gas flow by at least thousands of simulated molecules. Each
simulated molecule represents a large number of real molecules. The molecules motion
and their collisions are uncoupling if the grid size is much less than the gas mean free
path (AL< A) and the computational time step is smaller than the physical collision
time (Ar< 7). The difference between ESMC and DSMC lies on the collision imple-
ments. In ESMC the collision of particles i=1,---,N can be described as follows.

(1) For the particle i, get a random direction 4, ;

(i) select collision pair in the direction r, + ¢d; from nearby particles. If there is no
particles in the local cell, select one from the neighboring cells;

(iii) if the probahlity of collision between particle i and particle j is larger than
X1, +06;) wy, the collision is accepted, where @k is the binary collision probability

based on Boltzmann equation;

(iv) if the collision is accepted, the post-collision velocities are v/ =v, - (4, - g,)6,,
vi=v,+(6, g,)6,:

(v} repeat (i-—iv) for another particle.

1.2 Determination of the collision modification factor

Based on the Enskog equation for dense gaseslz}f, when a gas is so dense that the

volume of all the molecules is comparable with the total volume of the system, the
molecules can no longer be treated as point particles. Therefore the common position of
two colliding molecules in the Boltzmann equation should be replaced by the actual po-
sitions of the centers of two tangent spheres. And the collision frequency is influenced
by correlative effects that depend on the density at the point of contact.

Due to the reduced volume occupied by the molecules, a modified higher scattering
probability is T"=V/V'-T,, where V'=(l-4nzc'/3) However, the scattering
probability is lowered again by another effect that the particles are screening each other.

A particle might not be available for scattering with another particle because there might
be a third particle in between. This effect leads to a reduction of the scattering probabil-

ity by a factor of (1-11nzo” /12). Including this factor, the modified scattering prob-
ability 1s
Dy =2y, (2)

1-117/8 2,
here =, =—RAT0 .
where (7)== n=3n

This result can, however, be trusted only to the early orders in n, since four particle
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configurations have not been considered. In the current study, the expression up to third
order has been used®:

c(h) =1+0.625n +0.286%h 2 +0.110% °. ©)

It can be proved that this expression value is lower than those from the expressions of
Frezzotti® and Kortemeyer et al.l*, while close to that from Garcia et a.?¥ in their
CBA introduction.

1.3 Macroscopic physical quantities
The macroscopic physical quantities of the flow field are obtained by statistic calcula-

tion as follows:

1o
Uj:ﬁau’ (4)
J

where U; is the averaged velocity in cell j, N; is the particle number in cell j.
T=Q@T +zT)/(3+2), (5)

where Ty is the trandationa temperature, Ty i the rotational temperature and x is num-
ber of internal degrees of freedom. The vibrational energy is neglected. There are

T, = 2(mv? - mxr2)/3k 6)

Ta=oCwl?), )

where m is the molecular mass, k is the Boltzmann constant, e is the molecular rota-
tional energy and the overbar, 0 represents sample average.

The skin friction coefficient of wall surfaceis

t 183 (m); - 3 (mu) BN

al 20
Cf = y/ —r¥u¥ =, (8)
1 7 Dt XD 7 2
§r¥U¥2 0 X p 8 %]

where the subscript “i” and “r” represent incident and reflected molecular stream; Ng is

the number of gaseous molecules associated with a computational molecule, and Dt is
the time period of sampling.

The net heat transfer flux q is the sum of the trandational and rotational energies of
both the incident and the reflected molecules, i.e.,

q=géetr+é_er0t)i|'1(>4é_jxetr+éemt)r8|\|0. ©
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2 Results and discussion

The dense gas flow in micro- and nano-channels was simulated using the ESMC
method. The results were compared with those from the standard DSMC method and the
CBA modéd. The flow and heat transfer characteristics were therefore analyzed.

Fig. 1 shows the physica model and the boundary conditions of a micro/nano gas
flow. The channd is L in length and H in height. The number density of the freesteam
coming gas flow is ny, the velocity is uy and the temperature is Ty.

| L

Fig. 1. Physical model and boundary conditions.

In the following calculations, L = 0.05 mmand H = 0.01 mm. The rectangular cells
(100x60) and four subcells (2x2) in a cell were used. The ssimulation parameters of the
gas N, are listed in Table 1, where die and T, are reference molecular diameter and ref-
erence temperature, respectively, and w is the viscosity-temperature index. The
freestream gas velocity uy = 200 m/s, the temperature Ty = 300 K, and the wall tem-
perature T,, = 300 K. The variable hard sphere (VHS) model was used for collisions. The
completely diffuse reflection served as the gas-wall interaction. For each case, the total
number of the particles exceeded 10°, and the total sampling number was over 3x10°.

Tablel Parameters of N
mkg z de/m T/K w
4.65x10°% 2 4.17x10°%° 273 0.74

Fig. 2 shows the velocity and temperature evolutions along the channel mid-line at ny
= 1.29x10%. Resuilts of both ESMC and DSMC were plotted in the figures. The uniform
coming gas flow was pressed by the boundary layer near the inlet due to the viscosity
effect. Therefore the velocity was much lower than the freestream velocity. At the same
time, the gas temperature kecame higher because of being pressed. Near the outlet, the
gas expended out, the averaged velocity increased and the temperature became lower
than the freestream gas temperature. In Fig. 2(a), the averaged velocity near the outlet
increased, however, because the velocity profile became “full”, the velocity at the
mid-line appeared a little decrease.

For this case, h = 0.0196, the dense gas effect was so weak that there was little
difference between the results from the ESMC and the standard DSMC methods. Fig. 2
indicated that when the gas density was not too high, ESMC would degenerate to

www.scichina.com



322 Science in China Ser. E Engineering & Materials Science 2005 Vol.48 No.3 317—325

120

110

100

90

Him.s

§0

70

60

50

325

320

315

310

K

305

300

295

290

285

Fig. 2. Velocity and temperature evolutions along the channel mid-line at h = 0.0196. (a) Ve ocity; (b) tempera-
ture.

DSMC, which also validated the present ESMC code.

Fig. 3 shows the results at ny = 2.59x10?". The results of CBA were also plotted in the
same figure. For this case, h = 0.393, the dense gas effect became much stronger, so that
ESMC departed from the DSMC in the velocity distribution, while agreed well with the
CBA results (Fig. 3(a)). In the temperature distribution (Fig. 3(b)), there were difference
between the results of two methods for dense gas flows, ESMC and CBA. The reason
might lie on two aspects: i) the introduction of CBA model changed the transport coeffi-
cient of gas, and thus led to errors in macroscopic physical quantities; ii) the

Copyright by Science in China Press 2005



Monte Carlo simulations of dense gas flow and heat transfer in micro- and nano-channels 323

200

180

160

-1

149

fHim.s

120

100

K

305

300

295

290

285

Fig. 3. Velocity and temperature evolutions along the channel mid-line at h = 0.393. (a) Velocity; (b) temperature.

hard sphere modd used in ESMC did not embody the intermolecular force in dense gas
(i.e. van der Waals force). The exact explanation needs further considerations.

Fig. 4 is the comparison of the skin friction and heat transfer characteristics on the
wall surface between ESMC and DSMC at h = 0.393. When the dense gas effect was
considered, the predicted skin friction coefficient was lower than that predicted by
DSMC. The dense gas effect also changed the heat transfer characteristics on the wall
surface. With the dense gas effect considered, the heat flux along the fore half channel
wall was remarkably lower than DSMC results, and a little higher than DSMC results on
the hind half wall.
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Fig. 4. Friction and heat transfer characteristics on the wall surface at h = 0.393. (g Skin friction coefficients; (b)
hesat flux.

3 Concluding remarks

The Enskog ssimulation Monte Carlo method was applied in this paper to simulate and
analyze the dense gas flow and heat transfer in micro- and nanoscale channels. The col-
lison modification factor was determined based on the Enskog dense gas theory. The
simulation results showed that when h was at small values, ESMC would degenerate to
standard DSMC; when h was large enough, the dense gas effect would be remarkable:
the flow field of ESMC departed from that of DSMC, while agreed well with that of
CBA; however, for the temperature field, the difference between ESMC and CBA was
not clear, and departed largely from CBA. The reason was in further consideration. With
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the dense gas effect considered, the skin friction coefficient became lower, and the heat
transfer characteristics changed aso. The heat flux on the channel wall surfaces was
markedly lower in the fore haf and alittle higher in the hind half than that in perfect gas
assumption.
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