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Abstract

The flow and heat transfer in vacuum packaged MEMS devices is numerically studied by using the direct simulation Monte Carlo
method. The problem is simplified as an enclosure with a hot surface at the bottom. If the bottom is considered at a completely uniform
high temperature, flow will be induced by the thermal stress difference from discontinuous temperature distribution effect. The heat trans-
fer is weakened by the rarefied gas effect when compared with the continuum-based solution. If the bottom temperature is partly high and
continuously decreases besides the hot part, the gas flow near the bottom surface will be remarkably enhanced due to the temperature
gradients. As a result, the heat transfer on the hot chip surface is also enhanced. The current research can improve the understanding of
gas flow and heat transfer in vacuum packaged MEMS devices.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

MEMS technique has been greatly developed since the
late of 1980s, and was ever expected as emerging technolo-
gies with significant potential for future growth [1]. Micro
systems based on MEMS are capable of sensing and con-
trolling physical processes with length scales on the order
of 1 lm, or even sub-micron [2–4]. Despite the growing
number of realized applications of MEMS in scientific
and engineering devices, there is only a minimum level of
understanding of the fluid dynamics and heat transfer pro-
cesses in fluidic MEMS. It was pointed that the technology
was progressing at a rate that far exceeded that of our
understanding of the unconventional physics involved in
the operation as well as the manufacturing of those minute
devices [5]. Performance of MEMS often defies predictions

made using scaling laws developed for large systems.
Therefore, there is a pressing need for reliable computa-
tional capabilities for understanding of the thermal and
fluid dynamic processes in micro systems [6].

As well known, most MEMS devices have to be pack-
aged before usage. To get a stable performance, a vacuum
environment is generally needed when packaging. Although
filling with a special gas is an alternative to reduce the cost
remarkably, the vacuum package is a necessary requirement
for some important applications [7,8]. The MEMS packages
build up a closed system, including the chip, the gas (rare-
fied or not), and the package walls. The gas plays the role
of transporting energies between the chip and the environ-
ment, so its flow and heat transfer characteristics are very
important to the temperature-sensitive performance of the
chip [9].

Rarefied or not, the gas in MEMS devices might have
different behavior from the macroscopic gas due to the
small characteristic length in MEMS. When the mean free
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path of gas is at the same order of or even much larger than
the system characteristic length, the continuum assumption
will break down, and the traditional CFD techniques will
therefore lead to large errors [10]. Such flows should be
described using a molecular point of view [11,12]. The
direct simulation Monte Carlo (DSMC) method, proposed
by Bird [13,14] is the most successful numerical method for
high Knudsen number gas flows. The DSMC method was
validated by comparing with experimental data of rarefied
gas flows in the last century [15,16]. In the past ten years, it
has been used to predict the high Knudsen gas flow and
heat transfer in microchannels [17–21]. Specially, the
DSMC was recently extended to high Knudsen number
non-ideal gas flow and heat transfer in micro- and nano-
channels [22,23].

Though the rarefied gas flow behaviors in an enclosure
have been studied much in the past years [24–28], the pres-
ent paper focuses on the gas flow and heat transfer mech-
anism above a hot chip in micro square enclosures by
using the DSMC method. The effects of wall temperature
distributions on the gas flow and heat transfer will be con-
cerned. The results are compared with continuum-based
results. The factors influencing chip cooling in vacuum
packaged MEMS devices are then summarized.

2. Numerical method

2.1. DSMC procedure

DSMC is a molecular-based statistical simulation
method for rarefied gas flow introduced by Bird [13,14].
The method numerically solves the dynamic equations for
gas flow using thousands of simulated molecules. Each sim-
ulated molecule represents a large number of real mole-
cules. With the assumption of molecular chaos and a
rarefied gas, only the binary collisions are considered, so
the molecular motion and their collisions are uncoupled
if the computational time step is smaller than the physical
collision time. The interactions with boundaries and with
other molecules conserve both momentum and energy.
The macroscopic flow characteristics are obtained statisti-
cally by sampling the molecular properties in each cell.

At the beginning of the calculation, the simulated parti-
cles are uniformly distributed statistically in the cells. At
each time step, all particles move according to their individ-
ual velocities, interact with the boundaries and then are
indexed. In each cell, a certain number of collision pairs
are selected using the no-time-counter (NTC) method and
collisions are calculated. These steps are repeated to
increase the sample size until the statistical errors are small
enough. The DSMC method can simulate non-equilibrium
and unsteady gas flow. A steady-state flow field is obtained
with a sufficiently long simulation time. When the perfect
gas assumption holds, the hard sphere model without inter-
molecular attractive potential is accurate enough for the
collisions [18]. The present simulations used the variable
hard sphere (VHS) model [14].

2.2. Discretization parameters

The cell size and time step for DSMC are very important
parameters due to their direct effects on the results correct-
ness. According to Bird [14], only when the computational
time step is less than the mean collision time, could the
molecular movements and collisions be decoupled. The
cells are made small enough to restrict collisions to nearby
particles but should contain a sufficient number of particles
so that the method remains statistically accurate. Empiri-
cally, it has been found that cells should be no larger than
a mean free path and contain at least twenty particles.
Recently, the Green–Kubo formalism was used to quanti-
tatively evaluate the dependence of the gas transport prop-
erties on the cell size [29,30] and the time step [31,32].
Recently, it has been numerically proved that the sub-cell
size, instead of cell size, is limited no larger than the small-
est mean free path in the domain [33]. In each case of this
work, the cell (or sub-cell) size was always smaller than the
local gas mean free path. The time step was then chosen as
half of the smallest collision time in the channel. Each cell
contained about twenty molecules, which ensures the accu-
racies of the simulations.

2.3. Statistical macroscopic quantities

Based on the kinetic theory [11,14], the macroscopic
velocity is obtained by the statistic laws

uj ¼
1

Nj

X
u; ð1Þ

where u is macroscopic velocity vector, the subscript j rep-
resents the location index, i.e. the jth grid; and Nj is total
number of simulated molecules in the jth grid during sam-
ple. For a diatomic gas, the Larsen–Borgnakke model with
discrete rotational energy is used to model the energy ex-
change between the translational and internal modes. The
vibrational energy is negligible. Therefore, the temperature
can be obtained as

T ¼ ð3T tr þ fT rotÞ=ð3þ fÞ; ð2Þ

where Ttr denotes the translational temperature, Trot

denotes the rotational temperature, and f is the number
of internal degree of freedom. Both Ttr and Trot are defined
as

3

2
kT tr ¼ mv2 � �m � �v2; ð3Þ

T rot ¼
2

k
ðerot=fÞ; ð4Þ

where k is the Boltzmann constant, v is the velocity vector
of molecules, and erot is the rotational energy of an individ-
ual molecule.

On the surface, the net heat transfer flux q is the sum of
the translational and rotational energies of both the inci-
dent and the reflected molecules, i.e.
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q ¼
Pn

i¼1etr þ
Pn

i¼1erot

� �
inc
�
Pn

i¼1etr þ
Pn

i¼1erot

� �
ref

h i
N 0

DtDx
;

ð5Þ

where the subscripts ‘‘inc’’ and ‘‘ref’’ denote the incident
and reflected molecular streams, respectively, n is the total
number of simulated molecules that strike the wall during
the sampling, N0 is the number of gaseous molecules asso-
ciated with a computational molecule, Dt is the time period
of the sampling.

The codes developed based on the standard code of
Bird’s [14] have been validated for various micro geome-
tries and different boundary conditions [18,21]. All calcu-
lated cases in this paper were performed on a Beowulf
cluster, each CPU of which was 550 MHz. The sample size
in each case was above 5 · 106, with which an acceptable
accuracy could be obtained [34] though there are still obvi-
ous fluctuations in the results. The CPU time for each
typical case is over 150 h.

3. Results and discussion

Here, we focus on the rarefied gas flow and heat transfer
in a 2D micro square enclosure with a hot chip at the bot-
tom by two cases. Firstly, assuming the whole bottom was
a hot chip surface and the other sides were at an environ-
ment temperature, we simulate the flow and heat transfer
in the enclosure by DSMC and compare with the contin-
uum-based results. At the same time, the gravity effect on
such flows and heat transfer are also checked. Secondly,
we consider the hot chip is only at the central part of the
bottom with damped temperature distributions beside both
side to the environment temperature. The heat transfer
mechanism is therefore discussed upon the simulation
results and the data could be useful for design of MEMS
devices.

3.1. Discontinuous temperature distribution effect

A simple model is shown in Fig. 1. The enclosure is made
up of a uniform hot chip surface at the bottom and three
walls. Each border length is L. The walls are isothermal at
an environment temperature, Ten. The hot chip surface tem-
perature is Tc. The joint points between the chip and the
walls are therefore singular points with discontinuous tem-
perature distributions. If the external force is ignored,
according to the classical non-slip continuum theory, the
flow should be absent and the heat transfer is pure heat con-
duction. When the rarefied gas effect is considered, the flow
will be induced by the discontinuous temperature distribu-
tion [25–28]. Here, we focus on the effect factors influencing
the gas flow and heat transfer above the chip surface. Con-
sider a case where L = 1 mm, Tc = 600 K, Ten = 300 K, the
initial nitrogen gas temperature is 300 K, and an initial
Knudsen number is set 0.2. The gas is nitrogen gas, whose
properties are listed in Table 1 [14].

The temperature contours and velocity vector field are
shown in Fig. 2. Temperature jump and induced eddies
are obvious from the figures. Similar results could also be
found in previous work [28]. The temperature distribution
deviates from that by pure heat conduction. Four remark-
able eddies existed in the enclosure. The maximum value of
velocity is less than but near 1 m/s, locating near both
lower corners. The flow over the hot chip actually enhances
the heat transfer process.

The heat flux along the hot chip surface at the bottom
is plotted in Fig. 3, compared with the non-slip contin-
uum-based solutions. The non-slip NS equations were
solved by the commercial code Fluent 6 [35]. The gas
properties and the boundary conditions in NS equations
are selected as same as those in DSMC. Previous work
has shown good agreements between continuum solutions
and DSMC predictions at low Knudsen numbers [21,22].
As expected, the continuum solutions for the current case
show no flow in the enclosure and pure heat conduction
without external forces. However, it is surprising here to
find that the heat flux resulted from DSMC is much lower
than that from the continuum-based solution. To analyze
the reason, the temperature distributions are compared in
Fig. 4, which shows that the rarefied effect decreases
greatly the temperature gradient near the surfaces. Go
back to Fig. 2b, and we could find that each eddy can
actually exchange energy with only one surface. As a
result, although the gas flow velocity is not low, the heat
transfer enhancement caused by flow cannot recuperate
the weakening caused by the decreasing of temperature

Fig. 1. Model of an enclosure with a uniform hot chip surface at bottom.
Tc is the temperature of hot chip and Ten is the temperature of
environment.

Table 1
Properties of nitrogen gas

m (·10�26 kg) f dref (·10�10 m) Tref (K) x c

4.65 2 4.17 273 0.74 1.4

where m is the gas molecular mass, f is the internal energy degrees of
freedom, dref is the reference molecular diameter, Tref is the reference
temperature, x is the viscosity–temperature index, and c is the specific heat
ratio.
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gradient near the surfaces. Therefore, for a vacuum pack-
aged MEMS enclosure, heat transfer is actually weakened
greatly by the rarefied gas effect, and heat transfer predic-
tions by the classical NS solver will lead to significant
overvaluations.

Many MEMS devices have special usages in aerospace
systems. For such devices, the design, manufacture and test
processes are mainly made on earth. Generally, it is
thought that the gravity has little effect on rarefied gas
flows and heat transfer. Here, we examine the gravity
effects on the heat transfer in a packaged MEMS enclosure
by numerical simulations. We model the gravity effect by
adding an acceleration directly to each particle when mov-
ing. Fig. 6 compares the results between with and without
gravity. The temperature distributions are almost the same.

The gravity enhances a little the heat transfer on the hot
chip surface, but the effect was limited. The enhancement
was less than 3% (see Fig. 5).

3.2. Temperature gradient effect

When a MEMS device is packaged, the main part of the
device, the chip, is mostly located at the center of the bot-
tom. There should be a distance left for operation conve-
nience from the chip edge to the packaged wall. A simple
scheme is shown in Fig. 6. When the chip is at a high tem-
perature, the heat will conduct out, such as from A to C
and from B to D. Thus continuous temperature gradients
form from A to C and from B to D. Here consider a case
very similar as that in Section 3.1. The chip temperature
is Tc = 600 K, and the environment temperature is
Ten = 300 K. The chip length Lc = 2/5L. The initial Knud-
sen number is 0.2.

Fig. 2. Results for a uniform hot chip surface at the bottom, Kn = 0.2.
The closed curves in (b) demonstrate streamlines: (a) temperature
contours; (b) velocity vector field.
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Fig. 3. Heat flux distributions along bottom surface.
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Fig. 4. Temperature distributions along the middle axis of symmetry.
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Fig. 7 shows the comparison of heat flux along the hot
surface between the partly hot case and the completely
hot case at the bottom. The heat flux with temperature

gradient effect is much larger than that with a uniform tem-
perature at the bottom. In rarefied gas, when temperature
gradient exists on the surface, the gas will creep along the
temperature gradient direction [26,27]. The velocity vector
field is showed in Fig. 8. Two big eddies appear, each of
which passes by two different temperature surfaces. Fig. 9
compares the x-velocity components of gas abut the bot-
tom. The gas velocity caused by the creep effect is much lar-
ger than that by the thermal stress difference, which should
be a main reason that enhances the heat transfer of the hot
chip surface. These results show that if the enclosure bot-
tom is not a completely uniform hot surface, the tempera-
ture gradient effect could not be ignored and might play a
key role influencing the flow and heat transfer in the
enclosure.
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Fig. 5. Comparisons between with and without gravity: (a) temperature
distributions along the middle axis of symmetry; (b) heat flux distributions
along bottom surface.

Fig. 6. Schematic for a partly hot chip at the bottom.
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Fig. 7. Heat flux distribution along the hot (chip) surface.

Fig. 8. Velocity field for temperature gradient effect at the bottom. The
closed curves demonstrate streamlines.
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4. Conclusions

The flow and heat transfer in vacuum packaged MEMS
devices is numerically investigated by the direct simulation
Monte Carlo method. The results show that: when the bot-
tom is a completely uniform hot chip, flow would be
induced by the thermal stress difference of discontinuous
temperature distribution effect. Compared with the non-
slip continuum-based solution, the gas temperature gradi-
ent near the surfaces is much less when considering the
rarefied gas effect. The heat transfer enhanced by the flow
cannot recuperate the weakening by the decreasing of tem-
perature gradient near the surfaces. Therefore, in packaged
MEMS enclosure, the heat transfer is much weakened by
the rarefied gas effect, and the classical NS predictions will
lead to significant errors. For the low-pressure packaged
MEMS device, the gravity has little effect on the flow and
heat transfer.

If the bottom temperature is partly uniform at the center
with temperature gradients besides the hot part, the gas
flow near the bottom surface is remarkably enhanced due
to the creep effect. As a result, the heat transfer on the
hot chip surface is also enhanced comparing with the uni-
form temperature bottom case. The current research can
provide significant insight for the understanding, design
and optimization of packaged MEMS devices.
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