Mixing enhancement of low-Reynolds electro-osmotic flows in microchannels with temperature-patterned walls
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Abstract

Mixing becomes challenging in microchannels because of the low Reynolds number. This study aims to present a mixing enhancement method for electro-osmotic flows in microchannels using vortices caused by temperature-patterned walls. Since the fluid is non-isothermal, the conventional form of Nernst–Planck equation is modified by adding a new migration term which is dependent on both temperature and internal electric potential gradient. This term results in the so-called thermo-electrochemical migration phenomenon. The coupled Navier–Stokes, Poisson, modified Nernst–Planck, energy and advection–diffusion equations are iteratively solved by multiple lattice Boltzmann methods to obtain the velocity, internal electric potential, ion distribution, temperature and species concentration fields, respectively. To enhance the mixing, three schemes of temperature-patterned walls have been considered with symmetrical or asymmetrical arrangements of blocks with surface charge and temperature. Modeling results show that the asymmetric arrangement scheme is the most efficient scheme and enhances the mixing of species by 39% when the Reynolds number is on the order of $10^2$. Current results may help improve the design of micro-mixers at low Reynolds number.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

In the recent decades, the rapid advancement of MEMS has made it possible to integrate the multi-functional micro devices on a chip (Lab-On-A-Chip) for biological and biochemical uses. One of the most common elements used as a main part of MEMS devices is micro-mixer. Appropriate and controllable mixing of species in these devices is of great importance for scientific research and applications. At small scale, the flows mostly remain in laminar regime through micro-channels, which makes diffusion as the main mechanism of mixing. As a result, one may have to design long enough microchannels for appropriate mixing of species. Therefore, control of mixing and mixing enhancement in microchannels has been of great interest in recent years [1].

Various designs and studies are conducted to increase convection in mixing enhancement. Passive micro-mixers are designed with specific geometry features in order to increase the chaotic flow regime. Previous studies and schemes include three dimensional serpentine mixers [2–4], zigzag or waveform mixers [5], staggered herringbone mixers [6], micro-mixers with patterned blocks [7], parallel lamination of micro-mixers with the basic of T-mixer or Y-mixer [8]. However, difficulty in manufacturing microchannels with designed specific geometric features poses limitation on the use of passive schemes. On the other hand, micro-mixers based on active mixing enhancement methods are designed in such a way that the external mechanical or electrical forces cause the chaotic flow pattern. In fact, these forces generate transverse flows through the microchannel. The external mechanical forces could be implemented, for instance, by pressure disturbance methods such as serial segmentation [9], pressure disturbance along the microchannel [10] and integrated micro-stirrer in the mixing channel [11]. For the electrical forces, they could be implemented by electro-hydrodynamic disturbance, dielectrophoretic disturbance and electrokinetic disturbance methods [12]. Several studies have been conducted to reveal the mechanism of these forces in the micro-mixers. These studies have shown that by specifying the operating conditions, the active mixing strategies yield an efficient species mixing as a result of the repeated stretching and folding of the sample streams at the interface between them [1,13].

In recent years, the electrokinetically driven flow techniques in MEMS devices enable us to manipulate the flow regimes and as a result, enhance the mixing of species sample. Wang et al. [14] showed that in an electrokinetically driven flow such as electro-osmotic flow, the mixing enhancement effect for the interlaced
arrangement of zeta potential-patterned walls is higher than that for symmetrical arrangement. Tang et al. [15] and Coleman and Sinton [16] showed that through applying a periodically varying electric field to the side channels of a T-/cross-shaped micro-mixer, the species could be injected alternately into the main microchannel. The time-dependent external electric field and the effects of this scheme on the mixing enhancement have been the research subject of some literatures [17,18]. They have demonstrated that, for instance, with sinusoidally alternating external electric fields, the flow field could emerge as a wavy-flow pattern.

Electrokinetic flows have significant parameters such as temperature gradient which could be used as a key resource for active control of mixing in these type flows. Alizadeh et al. [19] showed that by applying a temperature difference between inlet flow and walls of a microchannel, one can control vortex scales formed in the flow field. It was shown that the temperature gradient changed the ion distribution. Consequently, the net electric charge density and as a result the electrical body force are redistributed in such a way according to the ion distribution [20].

As mentioned above, mixing enhancement of species in micro-mixers has emerged as one of the challenging subjects in MEMS. In the present study, the temperature field is used as an external-like source to change the ion distribution and electrical body force [19]. Compared with our previous work [19], this work will present a modified Nernst–Planck equation which could properly model the ions species electrodynamic transport in non-isothermal fluids. This modification allows us to investigate the impacts of temperature gradient in both transverse and longitudinal direction of micro-channel. The problem is formulated by solving the Poisson equation for internal electric potential field, modified Nernst–Planck equation for ion distribution, Navier–Stokes equation for flow field, advection–diffusion equation for species concentration and energy equation for temperature distribution. Since the governing equations are coupled together, they are solved by an iterative process. In this work, the coupled lattice Boltzmann methods are used to solve the governing equations numerically. The Navier–Stokes, Poisson–Nernst–Planck equations for ions species distribution and the advection–diffusion equation for species concentration are solved using the multiple lattice Boltzmann methods [21] and the energy equation is solved using a model for thermal evolution equation with generalized heat source term [22].

2. Problem definition

Fig. 1 shows three schematic designs of micro-mixers with patterned temperature and zeta potential walls. In Fig. 1, red, blue and red–blue blocks represent parts of the microchannel walls with different amounts of $T$ and $\psi$. Micro-mixer schemes A and B consist of two types of blocks (red block $\equiv T = T_{\text{wall}}, \psi = \psi_{\text{wall}}$; blue block $\equiv T = T_{\text{in}}, \psi = \psi_{\text{in}}$) while micro-mixer scheme C, in addition to red and blue blocks, has a third type block, red–blue block ($\text{red } - \text{blue block }\equiv T = T_{\text{in}}, \psi = \psi_{\text{wall}}$). Meanwhile, in micro-mixer schemes B and C, the red blocks are placed in a symmetric arrangement while in scheme A they are placed in an asymmetric arrangement. In order to study the distribution of ions species and electrical body force along the width of the micro-mixers, we defined two planes named plane A and B which are placed in $x/H = 2.0$ and $x/H = 2.2$, respectively (Fig. 1). The EOF studied in this paper is an electrolyte flow through a two dimensional microchannel with length $L$ and width $H$. The inlet electrolyte is kept at constant temperature $T_{\text{in}}$ while $T_{\text{in}} < T_{\text{wall}}$. The fluid motion is caused by both external electric field with strength $E_x$ applied by use of an Anode and a Cathode placed at the two ends of the microchannel and pressure gradient. The ratio of length to width of this microchannel ($L/H$) is equal to 5 and the electrolyte considered here is symmetric and has a 1:1 ionic ratio ($|Z_+| = |Z_-| = Z = 1$). In this study, it is assumed that the microchannel is made of PDMS, and the electrolyte is a dilute solution of NaCl.

In order to characterize the relative size of the thickness of electric double layer (EDL), the dimensionless parameter $\kappa$ is defined as $\kappa = KH = H/\lambda$ with $H$ representing the channel width and $\lambda$ the Debye length calculated by:

$$\lambda = K^{-1} = \sqrt{\frac{\epsilon_0 \epsilon_r \kappa T_{\text{wall}}}{2e^2 n_{\text{ion}}}}$$

where $T_{\text{wall}}$, as mentioned in Fig. 1, is the red block temperature used as the reference temperature. Here, by selecting the value of $\kappa$ and $H$, the value of ion concentration, $n_{\text{ion}}$, is determined. Sometimes, instead of $n_{\text{ion}}$, the amount of molar concentration, $c$, is also determined. In such cases, the molar concentration in $K$ mol/m$^3$ is calculated as $c = n_{\text{ion}}/(1000N_a)$, where $N_a$ is the Avogadro constant.

Other physical parameters such as $\mu_x$, $\tau_x$ and $k$ are only functions of temperature and assumed constant for a given temperature. The values of these quantities for $T = 19.85^\circ C$ (=293 K) are presented in Table 1.

To study the effects of temperature gradients on the flow field and as a result mixing enhancement of species, we used two set amounts of temperatures on the blocks as $T_{\text{wall}} = 87.5^\circ C$, $T_{\text{in}} = 12.5^\circ C$ and $T_{\text{wall}} = 31.25^\circ C$, $T_{\text{in}} = 25^\circ C$. Moreover, the amount of zeta potential on the red and blue blocks was kept constant as $\xi = -50$ mv and $\zeta = 0$ mw, respectively. Considering species concentration, it is assumed that at the inlet of micro-mixers we implemented species boundary condition as $y/H > 0.5\rightarrow C_1 = 1$ and $y/H < 0.5\rightarrow C_0 = 0$.

3. Mathematical models

3.1. Navier–Stokes equations

For a Newtonian fluid at microscale without any mass source and in laminar flow regime, the conventional continuity and Navier–Stokes equations are still valid as [23]:

$$\begin{align*}
(a) \quad & \frac{\partial u}{\partial t} + \nabla \cdot (u \rho u) = 0 \\
(b) \quad & \frac{\partial \rho}{\partial t} + \nabla \cdot (u \rho u) = -\nabla p + \nabla \cdot (\mu \nabla u) + F
\end{align*}$$

where $\rho$ (kg/m$^3$) is the density of the electrolyte, $u$ (m/s) is the flow velocity vector, $t$ (s) time, $p$ (Pa) fluid pressure, $\nu$ (m$^2$/s) the kinetic viscosity and $F$ (N/m$^3$) is the body force density which may include all the implemented body forces such as electrical body force or pressure gradient. In cases that the fluid is incompressible, the pressure gradient could be included in $F$. As a result, while in this study the pressure gradient is considered in some case of micro-mixer types, so one can define the body force as:

$$F = F_x + F_p = -\rho u_x (\nabla \varphi + \nabla \psi) + \nabla p$$

where $\nabla \varphi$ is the external electric potential field and in this study we have $-\nabla \varphi|_y = E_x$, $\nabla \psi|_y = 0$, $\nabla \psi$ is the internal electric potential field which we ignored the impact of $\nabla \psi|_y$ due to the low ion concentration dissolved in electrolyte [19].

Boundary conditions governing Navier–Stokes equations for three micro-mixer schemes are as follows:

for red, blue and red–blue blocks:

$y = 0 \rightarrow u = 0, y = H \rightarrow u = 0$

for inlet and outlet:

$$\begin{align*}
x = 0 & \rightarrow \frac{\partial u}{\partial x} = \frac{\partial v}{\partial x} = 0, p = P_{\text{atm}} \\
x = L & \rightarrow \frac{\partial u}{\partial x} = \frac{\partial v}{\partial x} = 0, p = P_{\text{atm}}$
\end{align*}$$
3.2. Modified Nernst–Planck equation

The mass conservation equation for the $i$th ion species in an electrolyte could be written in general form as [24]:

$$\frac{\partial C_i}{\partial t} + \nabla \cdot J_i + \lambda_i C_i = R_i \quad (5)$$

where $C_i$ demonstrates the $i$th ionic concentration, $J_i$ denotes the species flux, $\lambda_i$ a radioactive decay constant and $R_i$ presents the rate at which the $i$th ion is produced or consumed by chemical reactions. In the present study, the terms of radioactive decay constant and the rate of producing or consuming of ions are neglected. However, $J_i$ the flux of $i$th ions consists of advection, diffusion and
dispersion terms. Neglecting the dispersion, one can denote the flux of ions in the form of [24]:

\[ \mathbf{J}_i = -\left( \frac{eZ_i D_i}{K T} \right) \nabla \psi - D_i \nabla C_i + C_i \mathbf{u} \]  

(6)

where the first term on the right hand side denotes the electrochemical migration, the second term to ions diffusion and the last term to advective transport. This is the famous Nernst–Planck equation. In the ions flux equation, \( e, Z, D, K \) and \( T \) are denoted as the absolute charge of electron, valance number for \( i \)th ion, diffusion coefficient for \( i \)th ion, Boltzmann constant and the absolute temperature, respectively. Wang and Kang [21] presented the dymanmic transport process equation for ions in electrokinetic flows for isothermal incompressible uniform fluids with no polarization, radiation or chemical reactions. Introducing Eq. (6) into Eq. (5) leads to the ions electrodynamic transport equation:

\[ \frac{\partial C_i}{\partial t} + \mathbf{u} \cdot \nabla C_i = D_i \nabla^2 C_i + \frac{eZ_i D_i}{K T} \nabla \cdot (\mathbf{C}_i \nabla \psi) \]  

(7)

Eq. (7) is no longer valid for fluids with non-zero temperature gradient. Introducing Eq. (6) into Eq. (5) and considering the fact that temperature is no longer constant in electrolyte, one can demonstrate the modified form of Nernst–Planck equation for fluids with non-zero temperature gradient as:

\[ \frac{\partial C_i}{\partial t} + \mathbf{u} \cdot \nabla C_i = D_i \nabla^2 C_i + \frac{eZ_i D_i}{K T} \left( \nabla \cdot \left( \frac{\mathbf{C}_i}{T} \right) + \frac{C_i}{T} \nabla^2 \psi \right) \]  

(8)

Rewriting Eq. (8) based on the conventional form of Nernst–Planck equation (Eq. (7)), eventually one can obtain the modified form of the Nernst–Planck equation as:

\[ \frac{\partial C_i}{\partial t} + \mathbf{u} \cdot \nabla C_i = D_i \nabla^2 C_i + \frac{eZ_i D_i C_i}{K T^2} \nabla \cdot (\nabla \psi) - \frac{eZ_i D_i C_i}{K T^2} \nabla T \cdot \nabla \psi \]  

(9)

where the third term in the right hand side of the equation represents the thermo-electrochemical migration term.

Boundary conditions for the Nernst–Planck equation is defined based on the Poisson–Boltzmann ion distribution equation (\( C_i = n_{i\infty} \exp(-\frac{Z_i e \psi(x)}{K T}) \)) which is still valid near the walls of a microchannel due to the equilibrium state available in these regions. As a result, one can denote the \( i \)th ion concentration boundary conditions for micro-mixers as follows:

for red and blue – blue blocks :

\[ \begin{align*}
  y = 0 & \quad y = H \quad \rightarrow \quad C_i = n_{i\infty} \exp\left(-\frac{Z_i e \psi}{K T}\right) \\
  x = 0 & \quad \rightarrow \quad C_i = n_{i\infty} \\
  x = l & \quad \rightarrow \quad \frac{\partial C_i}{\partial x} = 0
\end{align*} \]  

(10)

3.3. Poisson equation for internal electric potential field

The local internal electric potential field, \( \psi \), which is caused by the ionic distribution and is governed by the Poisson equation, is as follows [25]:

\[ \frac{\partial \psi}{\partial t} = \nabla \left( \nabla^2 \psi + \frac{\rho_e}{\varepsilon_0} \right) \]  

(11)

where \( \varepsilon_0 \) is the permittivity of vacuum, \( \varepsilon_r \) is the local amount of electrolyte permittivity to vacuum permittivity and \( \rho_e \) denotes the local net electric charge density. \( \chi \) is the electric potential diffusivity coefficient which is equal to unity in this simulation. Considering the definition of \( \rho_e \) as \( \sum_i e Z_i C_i \), the electrical body force is calculated by using Eq. (3) as \( \mathbf{F}_e = -\rho_e \left( \nabla \phi + \nabla \psi \right) \).

Boundary conditions governing Eq. (11) for micro-mixer schemes is as:

for red and red – blue blocks :

\[ \psi = \psi_{\text{wall}} \]

for blue blocks :

\[ \psi = 0 \]  

for inlet and outlet :

\[ \begin{align*}
  x = 0 & \quad \rightarrow \quad \psi = 0 \\
  x = l & \quad \rightarrow \quad \frac{\partial \psi}{\partial x} = 0
\end{align*} \]  

(12)

3.4. Species concentration equation

The governing equation on species concentration could be considered as Eq. (9) with assuming the electrochemical and thermo-electrochemical migrations equal to zero. So, the species concentration equation is denoted as [14]:

\[ \frac{\partial C_i}{\partial t} + \mathbf{u} \cdot \nabla C_i = D_i \nabla^2 C_i \]  

(13)

where \( C_i \) and \( D_i \) denote the species concentration and species diffusivity coefficient, respectively.

Boundary condition governing Eq. (13) is as follows:

for red, blue and red – blue blocks :

\[ \begin{align*}
  y = 0 & \quad and \quad y = H \quad \rightarrow \quad \frac{\partial C_i}{\partial y} = 0 \\
  x = 0 & \quad \rightarrow \quad \frac{y}{H} \leq 0.5 \quad \rightarrow \quad C_i = 1 \\
  x = 0 & \quad \rightarrow \quad \frac{y}{H} < 0.5 \quad \rightarrow \quad C_i = 0 \\
  x = l & \quad \rightarrow \quad \frac{\partial C_i}{\partial x} = 0
\end{align*} \]  

(14)

3.5. Energy equation

In the present work, heat source terms such as Joule heating or any external heat sources are assumed negligible, and therefore the energy equation, the governing equation on temperature field, could be described as [19]:

\[ \frac{\partial T}{\partial t} + (\mathbf{u} \cdot \nabla T) = \frac{k}{\rho c_p} \nabla^2 T \]  

(15)

where \( c_p \) and \( k \) denote the specific heat capacity and thermal conductivity of the electrolyte, respectively. The boundary conditions for the energy equation are as:
for red blocks:
\[ T = T_{wall} \]
for blue and red – blue blocks:
\[ T = T_{in} \]
for inlet and outlet:
\[ x = 0 \rightarrow T = T_{in} \]
\[ x = l \rightarrow \frac{\partial T}{\partial x} = 0 \]  

(16)

4. Numerical methods

The governing equations in the present work are solved by the coupled lattice Boltzmann methods. In this rather new numerical method for each of the governing equations, one evolution equation is defined as the equivalent governing equation in mesoscopic space. In this section, the evolution equation for each of the governing equations mentioned in Section 3 will be presented. It is noteworthy that in the present study, we consider the D2Q9 lattice for discretizing the velocities. The direction system for D2Q9 system is shown in Fig. 2.

4.1. Evolution equations

4.1.1. For hydrodynamics (Navier–Stokes equations)

The discrete Boltzmann density distribution equation for solving the Navier–Stokes equations in the presence of external forces is indicated as follows [26]:

\[ f_i(X + e_i \delta t + \delta t) - f_i(X, t) = -\frac{1}{\tau_p} [f_i(X, t) - f_{eq}^i(X, t)] + \delta_t F_i \]  

(17)

where index \( i \) is assigned values from 0 to 8 in the standard D2Q9 lattice. \( f_i \) is the density distribution function at place \( X \) and time \( t \). \( v \) is the kinematic viscosity which is related to the relaxation time \( \tau_p \) as \( v = (\tau_p - 0.5)C_s^2\delta t \). \( C_s \) is the speed of sound in the fluid having relation with the speed of particles in the lattice \( C_s = \delta x/\delta t \) as \( C_s = c/\sqrt{3} \). \( F_i \) is the external force distribution function at the same time and place and defined as follows:

\[ F_i = \left( -\nabla p + \rho_e \frac{\nabla \psi}{\rho_e} \right) \cdot (e_i - \mathbf{u}) \]  

(18)

The Maxwell–Boltzmann equilibrium distribution function for Eqs. (17) and (18) is [27]:

\[ f_{eq}^i = \omega_0 \rho \left[ 1 + \frac{3(e_i \cdot \mathbf{u})}{c^2} + \frac{9(e_i \cdot \mathbf{u})^2}{2c^4} - \frac{3}{2} \frac{\mathbf{u} \cdot \mathbf{u}}{c^2} \right] \]  

(19)

where \( \mathbf{u} \) is the macroscopic velocity vector and \( \rho \) is the density of the fluid. \( \omega_0 \) represents the weighting factors for D2Q9 lattice as follows:

\[ \omega_0 = \frac{4}{5} \quad i = 0 \]

\[ \omega_0 = \frac{1}{5} \quad i = 1, 2, 3, 4 \]

\[ \omega_0 = \frac{1}{36} \quad i = 5, 6, 7, 8 \]  

(20)

After evolution, the macroscopic values of the density, velocity and pressure are calculated as follows:

\[ \rho = \sum_{i=0}^{8} f_i, \quad \rho \mathbf{u} = \sum_{i=0}^{8} f_i e_i, \quad p = C_s^2 \rho = \frac{\rho}{3} \]  

(21)

4.1.2. For electrodynamics (Poisson equation)

The evolution equation for internal electrical potential in a 2D discrete lattice according to the Wang’s model is written as follows [20]:

\[ h_i(X + e_i \delta t + \delta t) - h_i(X, t) = -\left( \frac{1}{\tau_e} \right) [h_i(X, t) - h_{eq}^i(X, t)] + \delta t \omega_h \left( 1 - \frac{0.5}{\tau_e} \right) \left( \frac{\rho_{tot}}{\varepsilon_0 \varepsilon_r} \right) \]  

(22)

where \( h_i \) is the electric potential distribution function, \( X \) is the place vector, \( e_i \) is the microscopic velocity vector of the particles in D2Q9 model, \( \delta t \) is the time step and here is equal to 1. \( \tau_e \) is the dimensionless relaxation time which is defined as:

\[ \tau_e = \frac{3 \tau_p \delta t}{2 C_s^2} + 0.5 \]  

(23)

where \( \delta t \) is the lattice constant and \( \chi \) is the electric potential diffusivity coefficient which is equal to unity in this simulation. \( h_{eq}^i \) is the Maxwell–Boltzmann equilibrium distribution function for electric potential. The Maxwell–Boltzmann distribution function for Poisson–Boltzmann equation is:

\[ h_{eq}^i(X, t) = \omega_i \rho \]  

(24)

where \( \omega_i \) is the weight factor:

\[ \omega_i = \begin{cases} 0 & i = 0 \\ \frac{1}{6} & i = 1, 2, 3, 4 \\ \frac{1}{12} & i = 5, 6, 7, 8 \end{cases} \]  

(25)

Finally, the macroscopic amount of the electric potential is calculated as:

\[ \psi = \sum_{i=0}^{8} \left( h_i + \frac{0.5 \omega_h \rho_{tot}}{\varepsilon_0 \varepsilon_r} \right) \]  

(26)

4.1.3. For heat transfer (energy equation)

According to assumptions mentioned in Section 3.5, in the present study internal heat sources such as Joule heating and viscous dissipation are negligible (\( Q = 0 \)). Therefore, whatever we have liquid or solid, the evolution equation can be generally given as [28]:

\[ \theta_i(X + e_i \delta t + \delta t) - \theta_i(X, t) = -\left( \frac{1}{\tau_\theta} \right) [\theta_i(X, t) - \theta_{eq}^i(X, t)] + \omega_h \delta t \omega_h \left( 1 - \frac{0.5}{\tau_\theta} \right) \left( \frac{Q}{\rho c_p} \right) \]  

(27)

where \( \theta_i \) is the internal energy distribution function and \( \tau_\theta \) is the dimensionless relaxation time as \( \tau_\theta = \left( \frac{2}{5} \right) \left( \frac{\mu c_p}{\rho C_s^2} \right) + 0.5 \). Clearly, \( Q \) is
the heat source term. The Maxwell–Boltzmann equilibrium function for Eq. (27) is as follows [28]:

\[ \theta_i^Q = -\frac{\partial I}{\partial r} \frac{u \cdot u}{C} = 0 \]

\[ \theta_i^Q = \frac{1}{2} \left[ \frac{3}{2} \left( \frac{\epsilon \cdot u}{2C^2} + \frac{9(\epsilon \cdot u)^2}{2C^2} \right) \right] = 1, 2, 3, 4 \]

\[ \theta_i^Q = \frac{1}{2} \left[ \frac{3}{2} \left( \frac{\epsilon \cdot u}{2C^2} + \frac{9(\epsilon \cdot u)^2}{2C^2} - \frac{3u \cdot u}{2C^2} \right) \right] = 5, 6, 7, 8 \]

with

\[ \theta_i = \begin{cases} -2 & i = 0 \\ \frac{1}{2} & i = 1, 2, 3, 4 \\ \frac{1}{2} & i = 5, 6, 7, 8 \end{cases} \]

where \( T \) is the temperature of the fluid. The macroscopic value of the temperature is calculated as follows:

\[ T = \sum_{i=0}^{\infty} \theta_i + \left( \theta_0 - \frac{1}{2} \right) \left( \frac{0}{\beta C} \right) \]

4.1.4. For ion transport (modified Nernst–Planck equation)

Wang and Kang [21] presented the evolution equation to solve the ions transport in an isothermal electrolyte. In fact, the Nernst–Planck equation is an advection–diffusion equation with a source term for electrochemical migration of ions due to the internal electric potential field effects. Based on what mentioned in Section 3.2, the modified evolution equation for ions transport is presented as:

\[ g_i(x) = \frac{\epsilon_i \cdot u}{2C^2} + \frac{9(\epsilon_i \cdot u)^2}{2C^2} - \frac{3u \cdot u}{2C^2} \]

\[ + \frac{1}{\tau_0} \left( 1 - \frac{0.5 \tau_0}{\tau_0} \right) \left( \frac{eZ_i D_i C^2}{K T} \nabla \cdot (C_i \nabla \psi) - \frac{eZ_i D_i C^2}{K T} \nabla T \cdot \nabla \psi \right) \]

where \( \tau_0 \) is the dimensionless relaxation time for the ith ion transport related to the diffusion coefficient \( D_i \), and time step \( \delta t \).

The dimensionless relaxation time is calculated as:

\[ \tau_0 = \frac{3D_i}{2C_i \delta t} + 0.5 \]

The equilibrium distribution function for a D2Q9 lattice system is denoted as:

\[ g_{eq} = \frac{-2C_i \epsilon \cdot u}{3C_i^2} \]

\[ g_{eq} = \frac{3 \epsilon_i \cdot u}{2C_i^2} + \frac{9(\epsilon_i \cdot u)^2}{2C_i^2} - \frac{3u \cdot u}{2C_i^2} \]

\[ g_{eq} = \frac{3 \epsilon_i \cdot u}{2C_i^2} + \frac{9(\epsilon_i \cdot u)^2}{2C_i^2} - \frac{3u \cdot u}{2C_i^2} \]

where \( C_i \) denotes the lattice speed for ith ion separately and defined as:

\[ \frac{C_i}{\delta t} = \frac{1}{\delta t} \]

It is worth mentioning that the diffusion lattice speed for ions transport, \( C_i \), could be independent of diffusion lattice speed \( C \) in other evolution equations and assigned any positive amount while one can obtain the amount of \( \tau_0 \) in the range of 0.5 < \( \tau_0 < 2 \) [29].

Finally, the macroscopic amounts of ions are calculated by:

\[ C_i = \sum \theta_i g_i \left( \frac{eZ_i D_i C^2}{K T} \nabla \cdot (C_i \nabla \psi) + \frac{eZ_i D_i C^2}{K T} \nabla T \cdot \nabla \psi \right) \]

4.1.5. For species concentration (advection–diffusion equation)

Comparing modified Nernst–Planck equation (Eq. (9)) with the species concentration equation (Eq. (13)), it is concluded that the governing equation on species concentration is, in fact, the modified Nernst–Planck equation with zero valance number. Therefore, the evolution equation for species concentration could be considered as Eq. (31) with \( Z_i = 0 \). The dimensionless relaxation time and the equilibrium distribution function are obtained as the same as modified Nernst–Planck evolution equation by Eq. (32) and Eq. (33), respectively. It is worth mentioning that the macroscopic amount of species concentration is obtained by Eq. (35) while \( Z_i = 0 \).

4.2. Boundary treatment methods for lattice Boltzmann models

One of the challengeable subjects of study for the lattice Boltzmann methods is to present an approach in order to obtain the non-streamed distribution functions which are in fact the unknown distribution functions in boundaries. Since in this study we are solving the evolution equations for governing equations in coupled iterative methods, the consistency of boundary treatment methods is of great importance. In this section, we will introduce the second-order accuracy boundary treatment methods which were used in solving the governing evolution equations.

For hydrodynamics boundary conditions, we used the counter-slip method in order to obtain the unknown distribution functions in walls, inlet and outlet of micro-mixers [30]. For energy equation, we implemented the correcting coefficient method [31].

Several attempts have been performed in order to present consistent boundary condition condition for advection–diffusion equations. In this study, we present a new approach for general types of boundary conditions for advection–diffusion equations with source terms. This method could be implemented easily to any kind of walls such as corners or even curved boundaries. It is noteworthy that this method and the D’Orazio’s method [32], predict same unknown amounts of distribution functions on the stationary walls. This method is based on partitioning the distribution functions to known and unknown parts and then by introducing a correction factor \( (x) \), one can obtain an equilibrium amount \( (\sigma_0) \) based on known part of distribution functions and the correction factor. Eventually, with multiplying the related weighting factor in the unknown direction by the \( (\sigma_0) \) the unknown distribution functions are obtained.

For instance, the upper wall unknown distribution functions are \( \epsilon_4, \epsilon_7, \epsilon_8 \) which \( \epsilon \) could be each of the modified Nernst–Planck, Poisson or advection–diffusion distribution functions. Considering the general form for obtaining the macro amounts as:

\[ \sigma = \sum_{i=1}^{\infty} \epsilon_i + \eta \]

where \( \eta \) is the source term, one can partitioning it to two parts of known and unknown distribution functions as follows:

\[ \epsilon_4 + \epsilon_7 + \epsilon_8 = \sigma_{4\epsilon} - \sigma_{k} - \eta \]

where \( \sigma_{4\epsilon} \) is the macro amount of related variable at the boundary and \( \sigma_{k} \) is the sum of known amounts of distribution functions as:

\[ \sigma_k = \epsilon_0 + \epsilon_1 + \epsilon_2 + \epsilon_3 + \epsilon_5 + \epsilon_6 \]

Considering the sum of related weighting factor in the unknown distribution function directions for each evolution method, one can obtain the correcting factor as:

\[ \alpha = \omega_4 + \omega_7 + \omega_8 \]

As a result, considering Eq. (37), \( \sigma_0 \) is obtained as follows:

\[ \sigma_0 = \frac{1}{2} (\sigma_{4\epsilon} - \sigma_{k} - \eta) \]
Finally, the unknown distribution functions are obtained as:

\[
\begin{align*}
\epsilon_4 &= \omega_4 \sigma_0 \\
\epsilon_2 &= \omega_2 \sigma_0 \\
\epsilon_s &= \omega_s \sigma_0 \\
\end{align*}
\]  

(41)

Considering Eqs. (36)–(40), one can present a relation for \(\sigma_0\) in general form for each type of boundary condition such as straight walls, curved boundaries or corners as follows:

\[
\sigma_0 = \left(1 - \frac{1}{\sum \omega_i} \right) \left[\sigma_{\Omega} - \sigma_{\epsilon} - \eta\right]
\]  

(42)

where \(\sum \omega_i\) denotes the sum of related weighting factors in the direction of unknown distribution functions. Eventually, the unknown distribution functions are obtained as:

\[
\epsilon_i = \omega_i \sigma_0
\]  

(43)

4.3. Iterative scheme and convergence criteria

Based on what we mentioned in Section 1, the governing equations are coupled together and they should be solved in an iterative process. Fig. 3 shows the flow chart diagram of the iteration scheme which we used in this study. For each iteration, the distribution of internal electric potential field is solved until steady state based on the evolution equation which was mentioned in Section 4. Then, ion distribution is solved through the modified Nernst–Planck evolution equation (Eq. (31)). The net electric charge density is obtained from the ions distribution of the current iteration. The Navier–Stokes equation is solved in which the electrical body force is obtained from the results of Nernst–Planck as the previous equation in current iteration. Using the results of velocity field, one can solve the energy equation as the next equation. Finally, the species concentration is solved based on what has been obtained for velocity field in current iteration.

In order to achieve an accurate solution for this iterative process, we define four convergence criteria for internal electric potential field, velocity field, species concentration and energy equation as follows:

\[
\delta_{\phi \theta} \equiv \frac{\sum_{r} \left( \delta^2 \left[ \phi \right]_r - \delta^2 \left[ \phi \right]_{r-1} \right)^2}{\sum_{r} \delta^2 \left[ \phi \right]_r}
\]  

(44)

where \(n\) denotes the iteration number and \(r\) the location vector. The iteration will be stopped and the solution assumed to be as steady state when the amounts of \(\delta\) are typically less than given error which is often equal to \(1 \times 10^{-6}\).

5. Results and discussion

In this section, first, we validate the results of our coupled lattice Boltzmann methods for PNP and NS equations with available analytical solutions. For this purpose, the results of \(u, \psi\) and concentrations of \(\text{Na}^+\) and \(\text{Cl}^-\) in cross section of the microchannel are presented. Second, the result of our code for solving a simple convection heat transfer is validated by the available analytical solution. Finally, the results of the micro-mixer schemes are studied.

5.1. Benchmarks

If we assume an isothermal EOF scenario in the microchannel which is fully developed in hydrodynamics and electrokinetics with constant amount of zeta potential on the walls, since the relation \(\left[\frac{Z\epsilon c}{K_b T}\right] < 1\) is valid, the Debye–Huckel approximation can be used and as a result an analytical solution for velocity, internal electric potential and ions species concentrations can be obtained as follows [33]:

\[
\begin{align*}
(a) \quad \frac{\zeta}{\lambda} &= \cos h \left(\frac{z H}{2 \lambda}\right) \\
(b) \quad \left[1 - \frac{\psi}{\psi_{H \infty}}\right] &= \cos h \left(\frac{z H}{2 \lambda}\right) \\
(c) \quad \psi_i &= \psi_{H \infty} \exp \left(-\frac{z H}{2 \lambda}\right)
\end{align*}
\]  

(45)

A lattice of 251 \(\times\) 51 node is constructed in order to solve the coupled PNP and NS lattice Boltzmann methods. The dimensionless parameter of Debye length is \(\kappa = H/\lambda = 5.93\) where \(H = 6 \times 10^{-6}\) and the external electric field strength is \(E_x = 1000\) V/m. The constant zeta potential on the walls of the microchannel is selected as \(\zeta = -25\) mV. The diffusion coefficient of ion species is \(D_i = 10^{-8}\) m²/s and the ionic density is \(n_{i,\infty} = 6.022 \times 10^{-19}\) ion/m³. It is worth mentioning that we chose \(n_{i,\infty}\) in such a way to have higher amount of Debye length in order to validate our code for solving the PNP + NS when the Debye length is considerable compared with the
microchannel width. Fig. 4 shows a good agreement between analytical and lattice Boltzmann coupled methods results. Consequently, the capability of our code to solve the coupled PNP and NS equations is validated. The code for solving the energy equation is as the same as the validated structure code which we presented in our previous work [19].

5.2. Mixing enhancement and micro-mixer schemes

In this section, the quantitative results and discussion of mixing enhancement of species, ions species concentration distribution, flow field and electrical body force are presented for micro-mixers which were mentioned in Section 2. For each micro-mixer scheme, we consider two set of temperature differences and two Reynolds numbers. For all micro-mixer schemes, the amount of $\kappa$ is equal to 18.7. The electrolyte motion could be caused by both electrical body force (due to external electric field and net electric charge density) and pressure gradient. The upper and lower walls of these microchannels could be kept at various homogeneous models of charge and temperature amount. It is worth mentioning that the inlet electrolyte is kept at $T_{in}$ for all micro-mixer schemes. Due to the presence of two kinds of body force (electrical body force and pressure gradient), we would be able to define two reference velocities as:

$$U_{ref\;electric} = \frac{q_y \zeta H}{\mu}$$  \hspace{1cm} (45)  

$$U_{ref\;pressure} = -\frac{\zeta \nabla P}{12\varepsilon \phi V}$$  \hspace{1cm} (46)

Fig. 5 shows streamline patterns and contour of species for micro-mixer scheme A in which $E$ denotes the strength of external electric field, $\nabla P$ the pressure gradient and $\Delta T = (T_{wall} - T_{in})/T_{in}$ the non-dimensional definition for temperature difference between red and blue blocks of the microchannel. Obviously, this scheme is designed based on an asymmetric arrangement of blocks (red blocks) with $\zeta = \zeta_{wall} = -50\;\text{mv}$ and $T = T_{wall}$ all the while the rest of walls (blue blocks) have $\zeta = 0$ and $T = T_{in}$. From now on, the red and red–blue blocks which have constant non-zero charges are called activator blocks, while the neutral blocks assigned to those blue blocks with zero amount of charge. Considering the definition of reference velocities for both electrical body force and pressure gradient (Eq. (46)), we could define the Reynolds number as:

$$Re = \frac{(U_{ref\;electric} + U_{ref\;pressure})H}{V}$$  \hspace{1cm} (47)

As a result, the Reynolds number for Fig. 5a and b is $Re = 1.08 \times 10^{-3}$ and for Fig. 5c and d is $Re = 1.0642 \times 10^{-2}$.

Fig. 5a shows the micro-mixer scheme A with implementing both electrical and pressure gradient body forces to the electrolyte due to external electric field $E = 5 \times 10^3 \;\text{V/m}$ and pressure gradient $\nabla P = 10^3 \;\text{N/m}^2$. It is shown that in the boundary region of red and blue blocks, four vortices form near the microchannel walls. In other word, the streamline pattern indicates that a $y$-directional force drives the flow to the walls near red block region and as a result a chaotic-like flow pattern is generated.

Fig. 5b shows the micro-mixer in Fig. 5a when $\Delta T$ increases. Comparing Fig. 5a with 5b, it is found that the generality of the flow pattern of micro-mixer Fig. 5a is still preserved while the vortices scale becomes larger and as a result the flow regime emerges as a powerful chaotic pattern flow. Consequently, one can expect that the mixing of species would be enhanced when the amount of $\Delta T$ increases.

In order to study the effects of other parameters such as strength of external electric field, we consider two more types in which the amount of $E$ is increased compared with micro-mixer types in Fig. 5a and b. Fig. 5c shows the effect of increasing the amount of $E$ on the flow pattern for micro-mixer in Fig. 5a. Obviously, the vortices formed near the walls of the micro-channel are disappeared. It is noteworthy that a weak chaotic flow pattern still remains despite vortices are eliminated due to increasing the amount of $E$. Fig. 5d shows the flow pattern when the amounts of both $E$ and $\Delta T$ are increased. Surprisingly, a comparison between Fig. 5c and d shows that increase of $\Delta T$ does not strengthen the chaotic flow pattern while chaotic characteristic of flow field increases with $\Delta T$ for micro-mixers in Fig. 5a and b.

Based on what we presented for the modified Nernst–Planck equation (Eq. (9)), it seems that the temperature gradient could act as a source term similar to internal electric potential gradient for ion migration. Fig. 6 shows the non-dimensional ion species concentration distribution for micro-mixers of Fig. 5 at two planes A and B (Fig. 1). Considering the design of micro-mixer scheme A (Fig. 1), it can be found that the upper and lower edge of both planes A and B are placed on the red and blue blocks, respectively. For both planes, the $C_{Na^+}/n_{in}$ and $C_{Cl^-}/n_{in}$ are approximately equal to unity for $0 < y/H < 0.6$. The main reason in favor of this fact is that since the lower microchannel wall in these two planes is blue block ($\zeta = 0$ and $T = T_{in}$) and the flow regime has low amount of Reynolds number, one cannot mention an effective factor such as migration or advection which could disturb the initial equilibrium state of ions species concentration in this region ($0 < y/H < 0.6$). On the other hand, Fig. 6a and b shows that closing to the upper wall microchannel would disturb the equilibrium state of initial ion concentration due to the presence of red block ($\zeta = \zeta_{wall}$ and $T = T_{wall}$). As a result, for $0.6 < y/H < 1$, one can find that $C_{Na^+}/n_{in} \geq 1$ and $C_{Cl^-}/n_{in} \leq 1$.

Considering temperature effects on the distribution of ion species concentration, Fig. 6a and b shows that for both planes A and B near the red block, increase of $\Delta T$ has contrary effect on distribution of Na” and Cl”. As a matter of fact, if $\Delta T$ increases, the amount of $C_{Na^+}/n_{in}$ decreases considerably while the amount of $C_{Cl^-}/n_{in}$ increases for plane A. On the contrary, as Fig. 6a and b shows, for plane B, if $\Delta T$ increases, the amount of $C_{Na^+}/n_{in}$ increases and $C_{Cl^-}/n_{in}$ decreases. This interesting effect of temperature gradient could be a balancing factor for the ion concentration ratio in EDL for both planes. It is worth mentioning that due to the presence of negative charges on the red block surface, the repulsion-attraction theory predicts higher concentration for counter-ions when temperature gradient is negligible. When $\Delta T$ increases, it seems that a secondary effective factor in addition to internal electric potential field causes ion species migration. From now on, we call this migration phenomenon as thermo-electrochemical migration. This term has appeared in the modified Nernst–Planck equation (Eq. (9)) as $(-eZD_{ij}C_iK^1\psi)\nabla T \cdot \nabla \psi$.

Fig. 7 shows the schematic illustration of thermo-electrochemical migration phenomenon. It is shown that since the heaters placed on the red blocks are switched off (dashed line blue blocks), the counter-ions accumulate near the dashed line blue blocks while the accumulation of co-ions and counter-ions near the solid line blue blocks are equal due to the zero charge of them. However, when the heaters are switched on, the thermo-electrochemical migration phenomenon causes the migration of counter-ions from higher to lower temperature area while co-ions migrate from lower to higher temperature area.

Considering what we have mentioned above, one can conclude that thermo-electrochemical migration phenomenon causes the migration of counter-ions in opposite direction of $\nabla \psi$ while co-ions migrate in direction of $\nabla \psi$. As a main result for this phenomenon, it is anticipated that in regions which are affected by both red and blue blocks, due to higher amount of $\nabla \psi$ and $\nabla \psi$, we have powerful thermo-electrochemical migration near the blocks and as a result in red block region a balance of ions species is generated. Obviously, this phenomenon is indicated in Fig. 6a and b in which by increasing $\Delta T$, the $C_{Na^+}/n_{in}$ increases at plane B while at plane A,
Fig. 4. Analytical solutions (solid line) and the PNP + NS coupled lattice Boltzmann results (circle symbols) for ideal EOF with $E_x = 1000 \text{ V/m}$ and $\zeta = -25 \text{ mv}$. (a) Velocity profile. (b) Internal electric potential profile. (c) Cl$^-$ Concentration profile. (d) Na$^+$ concentration profile.

Fig. 5. Micro-mixer scheme A. Species contour and streamlines of velocity field. $\Delta T = \frac{1-T}{T_{in}}$. 
the $C_{Na^+}/n_{i\infty}$ decreases. It should be noted that Fig. 6 presents the ion concentration distribution for four types of micro-mixer scheme A (Fig. 5).

Based on the electrical body force definition $F_e = \rho_e (E - \nabla \psi)$, one can conclude that both net electric charge density and gradient of internal electric potential field may have their own specific effects on velocity field. It should be noted that temperature gradient has primary effects on distribution of ions (Eq. (9)) and consequently, the distribution of $\psi$ and $\rho_e$ would be dependent on the distribution of temperature. Fig. 8 shows the electrical body force for four types of micro-mixer scheme A. Based on what we have described for Fig. 6, due to the equal amount of Na$^+$ and Cl$^-$ for the range of $0 < y/H < 0.6$, the net electric charge density and thus the electrical body force would be approximately equal to zero. On the other hand, based on what we have mentioned for the thermo-electrochemical migration phenomenon, Fig. 5a and b shows that the electrical body force decreases at plane A when $\Delta T$ increases. It should be noted that the electrical body force is positive in regions which are affected by the red blocks. On the contrary, in regions which are affected by the blue blocks, we have negative body forces. In fact, the positive or negative electrical body force can be explained based on the sign of both net electric charge density and $\nabla \psi/\nabla x$. As Fig. 6 shows, for the regions affected by red block, we have higher amount of $C_{Na^+}$ than $C_{Cl^-}$ due to the presence of negative charges on the block surface. So, $\rho_e$ would be positive. In addition, $E - \nabla \psi/\nabla x$ is positive due to the high amount of external electric field. Therefore, it is concluded that the electrical body force in these regions would be positive. For the regions affected by blue blocks, as Fig. 6 shows, the net electric charge density is still positive. However, due to the zero zeta potential of the blue blocks, we have high amount of internal electric potential gradient $(\nabla \psi/\nabla x)$ in a boundary region between red and blue blocks. As a result, the amounts of both $E - \nabla \psi/\nabla x$ and electrical body force would be negative (Fig. 8).

Considering our discussions for both Figs. 6 and 8, the main reason of why vortices form in boundary region of red and blue blocks has been uncovered. For this purpose, let us to assume a particle of fluid which is currently placed at plane A near the red block. A positive amount of electrical body force is exerted on this particle and the particle starts moving to the right side. On the other hand, in plane B, the negative amount of body force impels the particle in this region to move to the left side. When the assumed particle reaches this region (region with negative body force), naturally it would tend toward the central line of microchannel. This positive and negative amount of electrical body force in boundary region of red and blue blocks, respectively, would be the main reason of vortices formation. As Figs. 6c, d and 8b show, increasing the amount of $E$ would diminish vortices due to the increase of the positive electrical body force in regions affected by red block and decrease of the negative amount of electrical body force of regions affected by the blue blocks.

Fig. 9 shows the species contour and streamlines of micro-mixer scheme B which is based on the symmetrical arrangement of red blocks (Fig. 1). Similar to those mentioned for Fig. 5, we have
Fig. 8. Electrical body force distribution of micro-mixer scheme A for two planes A and B. (a) Electrical body force for micro-mixer scheme A with $E = 5 \times 10^3 \text{V/m}$. (b) Electrical body force for micro-mixer scheme A with $E = 5 \times 10^4 \text{V/m}$.

Fig. 9. Micro-mixer scheme B. Species contour and streamlines of velocity field.

Fig. 10. Ions concentration distribution of micro-mixer scheme B for two planes A and B and two external electric field strength $E = 5 \times 10^3 \text{V/m}$ and $E = 5 \times 10^4 \text{V/m}$. 
two amounts of Reynolds number as $\text{Re} = 1.08 \times 10^3$ (for Fig. 9a and b) and $\text{Re} = 1.0642 \times 10^2$ (for Fig. 9c and d). Comparing Fig. 5a and b with Fig. 9a and b, one can conclude that the asymmetrical design of red blocks could cause larger scale of vortices near microchannel walls. It is noteworthy that similar to those mentioned for micro-mixer scheme A (Fig. 5), for micro-mixer scheme B with increasing the amount of $\Delta T$, the power of chaotic flow regime increases due to formation of larger scale of vortices. Later, it will be indicated that mixing of species would be enhanced with increasing the temperature difference, $\Delta T$ (Fig. 14).

One significant difference between micro-mixer scheme A and scheme B is that for $\text{Re} = 1.08 \times 10^3$ (Fig. 9a and b), twin central vortices created at the sections of red blocks. Same as those mentioned for Fig. 5, increase of the strength of external electric field $E$ would make the vortices disappear (Fig. 9c and d).

Fig. 9 shows that the $y$-directional force which drives the flow field to the red block regions in micro-mixer scheme A (Fig. 5) emerges in micro-mixer scheme B. Fig. 9a and b shows that by increasing the amount of $\Delta T$, both the scale of vortices and the chaotic flow regime are increased.

Fig. 10 shows the ion species concentration distribution for plane A and B. It should be noted that for micro-mixer scheme B, with increasing the external electric field strength, there is not any significant change in ion species concentration distribution. Since the upper and lower edges of two cross sections of micro-mixer scheme B (Fig. 1) are placed on red blocks, the surface charge is $\psi = \zeta_{\text{wall}}$ and based on the repulsion-attraction theory, the concentration of $\text{Na}^+$ is higher than that for $\text{Cl}^-$ (Fig. 10a and b).

According to what we have introduced as thermo-electrochemical migration phenomenon (Fig. 6), Fig. 10 shows that this phenomenon is governed wherever we have $\nabla T \neq 0.0$ and $\nabla \psi \neq 0.0$ independently from micro-mixer scheme. As the same as those we mentioned for micro-mixer scheme A, for plane A, when temperature difference increases, the amount of $C_{\text{Na}^+}/n_{\infty}$ decreases while the amount of $C_{\text{Cl}^-}/n_{\infty}$ increases all the while for plane B the amount of $C_{\text{Na}^+}/n_{\infty}$ increased and $C_{\text{Cl}^-}/n_{\infty}$ decreased. Fig. 10a and b shows that the presence of red blocks at the top and bottom edge of two mentioned planes causes wider area of microchannel deviate from the equilibrium state of ion species.

Fig. 11 shows the electrical body force distribution against microchannel width for two planes of micro-mixer scheme B. The reason for vortices formation in micro-mixer scheme A (Fig. 8) can be properly applied to in micro-mixer scheme B (Fig. 11).

Fig. 12 shows the species contour and streamlines of micro-mixer scheme C. According to what we have presented (Fig. 1),

![Fig. 11. Electrical body force distribution of micro-mixer scheme B for planes A and B. (a) Electrical body force for micro-mixer scheme B with $E = 5 \times 10^3$ V/m. (b) Electrical body force for micro-mixer scheme B with $E = 5 \times 10^4$ V/m.](image)

![Fig. 12. Micro-mixer scheme C. Species contour and streamlines of velocity field.](image)
the main difference between micro-mixer scheme C with other micro-mixers is that we have activator blocks (red–blue blocks, blocks with \( \psi = \psi_{\text{wall}} \)) between red blocks. Two amounts of Reynolds number are \( \text{Re} = 1.062 \times 10^{-2} \) (Fig. 12a and b) and \( \text{Re} = 1.062 \times 10^{-2} \) (Fig. 12c and d). A comparison between Fig. 12a and b shows that similar to micro-mixers scheme A and B, with increasing the amount of temperature difference \( \Delta T \), one can anticipate that the power of chaotic flow pattern is increased. Fig. 12c and d shows that with increasing the amount of external electric field strength \( E \), the power of chaotic flow pattern decreased. Considering previous results of micro-mixer schemes A and B, this is an expected phenomenon which is occurred for micro-mixer scheme C.

Fig. 13 shows the ion species concentration distribution of micro-mixer scheme C for two mentioned planes against the width of microchannel. It is noteworthy that the thermo-electrochemical migration phenomenon would act as an effective role in migration of ions species when we have higher amount of internal electric potential field gradient, \( \nabla \psi \), which could be reached due to temperature gradient or zeta potential-patterned walls. Fig. 13a and b shows that for plane A due to the higher amount of \( \nabla T \) and being near neutral block (blue block), we would expect to have higher amount of \( \nabla \psi \). As a result, it could be found that the thermo-electrochemical migration phenomenon decreases \( C_{\text{thr}} / n_{\infty} \) and increases \( C_{\text{ct}} / n_{\infty} \). On the other hand, Fig. 13a and b shows that for plane B, there is not a powerful thermo-electrochemical migration phenomenon. One main reason in favor of this fact is that in this region the effect of zero zeta potential wall (blue blocks) is negligible. As a result, the amount of \( \nabla \psi \) is small and thermo-electrochemical migration phenomenon which is related to \( \nabla T \cdot \nabla \psi \) would be negligible.

Fig. 14 shows mixing length versus Reynolds number for micro-mixer schemes A, B and C. Mixing length is introduced as a factor for quantifying the mixing enhancement and defined as a length of microchannel before fully mixing of species. For this means, the relative concentration difference between upper and lower walls of the microchannel is defined as [34]:

\[
\zeta(x) = \frac{C_n(x) - C_0(x)}{C_n(x)}
\]

(48)

where \( C_n(x) = \int_{-H/2}^{0} C_i(x,y) \, dy \) and \( C_0(x) = \int_{-H/2}^{0} C_i(x,0) \, dy \). \( \delta \) denotes a small distance from both upper and lower walls. In this study, mixing length is defined as the length when \( \zeta(x) < 0.03 \). Fig. 14 shows that for all schemes of micro-mixers, the amount of mixing length increases significantly with Reynolds number. When the velocity is increased due to the increase of electrical body force, the species advection would be the dominant transport phenomena. Consequently, the mixing enhancement (lower amount of mixing length) would be highly dependent on the flow pattern. As a result, it seems that micro-mixers with larger size of vortices in higher amounts of Reynolds number could be treated as more efficient schemes.

Comparing micro-mixers scheme A, B, and C, one can conclude that micro-mixer scheme A in \( \Delta T = 6 \) has the best mixing enhancement for both \( \text{Re} = 1.08 \times 10^{-2} \) and \( \text{Re} = 1.06 \times 10^{-2} \). It should be noted that in higher amount of Reynolds number, micro-mixer scheme C in \( \Delta T = 0.25 \) treats as the most inefficient micro-mixer among other schemes (\( L_{\text{mix}} / H = 5.0 \)). Generally, considering micro-mixers scheme A, B, and C, one can simply find that mixing...
of species is enhanced by increasing $\Delta T$ from 0.25 to 6.0. It should be noted that micro-mixer scheme A is the most effective scheme which enhances the mixing species by 17.6% and 5%, respectively. For $Re = 1.06 \times 10^{-2}$, increasing $\Delta T$ = 0.25 to $\Delta T$ = 6 enhances the mixing species of micro-mixer scheme A, B and C by 10.24, 10.78 and 2.8%, respectively. This could be a noticeable result for a micro-mixer which enhances the species mixing for Reynolds number on the order of $10^3$. As a ranking for the ability of mixing enhancement of micro-mixer schemes, Fig. 14 shows that micro-mixer scheme A performs as the most effective micro-mixer while micro-mixer scheme B and scheme C perform as the second and third effective micro-mixer, respectively.

6. Conclusions

This contribution has studied the mixing enhancement of low-Reynolds electro-osmotic flows in micro-mixers by temperature-patterned walls. The designed micro-mixers are based on symmetric and asymmetric arrangement of blocks with surface charges and higher temperature compared with inlet fluid. Since the fluid is non-isothermal, the conventional form of Nernst–Planck equation is not valid. As a result, it could be modified by adding a new migration term which is dependent on both temperature and internal electric potential gradient. This term causes the so-called thermo-electrochemical migration phenomenon. The Navier–Stokes, modified Nernst–Planck, Poisson, energy and advection–diffusion equations are solved numerically using an iterative process based on coupled lattice Boltzmann methods. Modeling results show that temperature gradient could emerge as a factor which controls the vortices scale and consequently the chaotic flow regime and as a main result the mixing enhancement of species. It is shown that the scheme with asymmetrical arrangement of blocks with non-zero charge and higher temperature has the most effective mixing enhancement when temperature difference increases specifically for low amounts of Reynolds number (order of $10^{-3}$). The present results may help design of micro-mixers with improved ability of mixing species in microchannels.
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