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A B S T R A C T

A novel lattice Boltzmann scheme is proposed for phonon transport based on the phonon Boltzmann equation. Through the Chapman–Enskog expansion, the phonon lattice Boltzmann equation under the gray relaxation time approximation recovers the classical Fourier’s law in the diffusive limit. The numerical parameters in the lattice Boltzmann model are therefore rigorously correlated to the bulk material properties. The new scheme does not only eliminate the fictitious phonon speed in the diagonal direction of a square lattice system in the previous lattice Boltzmann models, but also displays very robust performances in predicting both temperature and heat flux distributions consistent with analytical solutions for diverse numerical cases, including steady-state and transient, macroscale and microscale, one-dimensional and multi-dimensional phonon heat transport. This method may provide a powerful numerical tool for deep studies of nonlinear and nonlocal heat transports in nanosystems.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Heat transport mediated by phonon is an important topic in fundamental thermal physical science [1,2] and has wide technology applications in semiconductor and microelectronics industries, thermo-electronics and functional nanomaterials [3,4]. There are mainly three categories of theoretical methods to model the phonon transport in view of descriptions at different levels: microscopic, mesoscopic and macroscopic methods [5]. Molecular dynamic simulation [6,7] is a typical microscopic method, which provides the information of all the particles making up the solid. It is computational intensive and time-consuming, and usually applied to model phonon transport in extremely small structures. Mesoscopic method describes the phonon transport by a single-particle distribution function governed by Boltzmann equation [8]. A more coarse-grained description is the macroscopic method, which uses merely several statistical averaging variables (moments of the single-particle distribution function). The most classical one is the Fourier’s law [9], which gives a linear dependence of heat flux on the temperature gradient. It is appreciably valid and widely applied in conventional engineering situations where heat transports in the so-called diffusive regime [1,2,4,5]. However, as the temporal and spatial scales reduce to be comparable to or smaller than the relaxation time and mean free path of phonons, the Fourier’s law becomes no longer available [1,3,6,10]. To remedy this situation, Cattaneo–Vernotte (C–V) model [11,12] was proposed to account the temporal relaxation effect, resulting in the propagation of heat waves [10,13,14]. But to the author’s best knowledge, the C–V model is not able to describe any actual phonon transport processes yet to date [15]. Macroscopic methods beyond the C–V model were thus developed, such as the phonon hydrodynamics model [5,16,17] and so on [18]. They consider the spatial nonlocal effects besides the temporal relaxation effect in micro- and nanoscale. Thus it becomes credible to model phonon transport
in simple nanoscale geometries such as thin films, nanowires and nanotubes [5,16,19,20]. But the rigorous development of widely applicable macroscopic models for nanoscale heat transport remains still an open question [5].

To tackle phonon transport in a wide range of temporal and spatial scales, solution of phonon Boltzmann equation is required. But it is a big challenge due to the intractable collision term and nonlinear phonon dispersion relation [1,2,8]. Monte Carlo (MC) method [21] is a popular approach, supplemented with phonon information (collision rates, dispersion relation, etc.) obtained from first-principle calculations or molecular dynamic simulations [7,22]. However, MC simulation is born with stochastic statistical uncertainty, and is inefficient to implement in complicated geometries [21]. In comparison, lattice Boltzmann method is a promising method inherited with natural mesoscopic foundation, high efficiency of parallel computations and easy treatments with complex geometries [23,24]. It was proposed for simulating hydrodynamics based on the rigorous relation between lattice Boltzmann equation and Navier–Stokes equations [25–27], and was widely extended to numerical modeling of various transport phenomena [28–32]. In recent years, the lattice Boltzmann scheme is introduced to solve the phonon Boltzmann equation [33–35]. Steady-state and transient phonon transport problems have been simulated by different phonon lattice Boltzmann models [36–47].

However, there are still several essential issues to be clarified for the existing phonon lattice Boltzmann methods: (i) value of the lattice speed, (ii) lattice weights of the equilibrium distribution, (iii) central-point component of lattice. As is well known that the lattice speed is different in definition from the group speed; therefore generally the value of lattice speed also differs from that of group speed. However this value was often assumed same as that of phonon group speed [33–39,41–43,45,47], which could be valid only for very special cases (such as the isotropic D3Q7 lattice). Besides, empirical values were adopted without any physical basis sometimes for the lattice speed [40,44,46] and for the lattice weights of equilibrium distributions as well [35,41,46]. Just referring the classical lattice Boltzmann models for hydrodynamics, some studies applied a non-zero central-point component for the lattice systems for phonon [43–45], which may be inappropriate because the phonon is a kind of pseudo particle, different from real fluid molecules, owning no static mass for lingering. The empirical values for lattice speed and lattice weights therefore brought in the fictitious phonon speed in the diagonal direction of a D2Q9 lattice scheme [40,46,48]. To avoid the deficiency of D2Q9 lattice, a triangular (D2Q7) lattice was proposed to be more applicable in 2D simulations [40]. Nevertheless, the complex boundary treatments in D2Q7 lattice restricted its applications, and it was difficult to extend to three-dimensional cases.

Actually all these inconsistencies result from the absent connection between mesoscopic numerical scheme and macroscopic physics of phonon transport. The numerical parameters in the previous lattice Boltzmann models were usually determined empirically rather than correlated rigorously to the bulk material properties. As a result, the predictions often met incorrect or unexplainable cross-section profiles of heat flux for steady-state cases [39,40,43–45] or of both temperature and heat flux for transient ones [40,44,47].

Therefore, the present work is to establish the relation between numerical parameters and bulk material properties through a rigorous Chapman–Enskog expansion solution of the phonon lattice Boltzmann equation. The remainder of this article is organized as below: in Section 2, the mathematical and numerical methods will be introduced, including the phonon Boltzmann equation, the new scheme of phonon lattice Boltzmann equation and its recovery to macroscopic heat transport equations, and the details of boundary treatments; in Section 3, several numerical cases are used to test the performance of the new lattice Boltzmann model; the concluding remarks are finally summarized in Section 4.

2. Mathematical and numerical methods

In this section, the phonon lattice Boltzmann equation is introduced from the Boltzmann equation in the kinetic theory of phonons. The solution to lattice Boltzmann equation is conducted by a Chapman–Enskog expansion. Macroscopic heat transport equations are recovered in the diffusive limit, and the correlations between numerical parameters and bulk material properties are established for 1D, 2D and 3D situations respectively. Finally, the treatments of several types of boundary conditions for the lattice Boltzmann scheme are provided.

2.1. Phonon Boltzmann equation

Phonon Boltzmann equation describes the balance between variation, advection and scattering of phonons [8]:

$$\frac{\partial f}{\partial t} + \mathbf{v}_g \cdot \nabla f = C(f),$$

(1)

where \( f(x,t,k) \) is the phonon distribution function, with \( f(x,t,k) dxdk \) denoting the number of phonons within the spatial interval \( (x,x+dx) \) and wave vector interval \( (k,k+dk) \) at a specific time \( t \). The wave vector \( k \) is an extension of wave number (the reciprocal of wave length), and is related to the phonon group velocity \( v_g \) and phonon frequency \( \omega \) through the dispersion relation \( v_g = \frac{\omega}{k} \). The intractable collision term is usually treated by the relaxation time approximation [1,2]:

$$C(f) = -\frac{f - f_{eq}}{\tau_k(\omega)}.$$

(2)

As the first step, the Debye’s linear dispersion relation and gray approximation are assumed in the present work. In this way, the phonon group speed \( v_g \) becomes a constant, and the relaxation time \( \tau_k \) is frequency independent. Under these approximations, Eq. (1) becomes:
\[
\frac{\partial f}{\partial t} + \mathbf{v}_g \cdot \nabla f = -\frac{f - f^{eq}}{\tau_R}.
\]

(3)

with the Planck equilibrium distribution [1]:

\[
f^{eq} = \frac{1}{\exp(h\omega/k_B T) - 1}.
\]

(4)

with \( h = h/2\pi \) the reduced Planck constant, \( k_B \) the Boltzmann constant. For convenience, Eq. (3) is usually reformulated into the energy form [36,39]:

\[
\frac{\partial e}{\partial t} + \mathbf{v}_g \cdot \nabla e = -\frac{e - e^{eq}}{\tau_R}.
\]

(5)

The phonon energy density is defined as \( e = \int f h\omega D(\omega) d\omega \), with \( D(\omega) \) the phonon state density function, and the equilibrium phonon energy density is \( e^{eq} = \int f^{eq} h\omega D(\omega) d\omega \).

2.2. Phonon lattice Boltzmann equation

In analogy to the derivation of the lattice Boltzmann equation for hydrodynamics [23,27], the phonon lattice Boltzmann equation is obtained as a discrete form of the phonon Boltzmann equation Eq. (5) [36,39,46]:

\[
\frac{\partial e_i(x,t)}{\partial t} + c_i \cdot \nabla e_i(x,t) = -\frac{e_i(x,t) - e^{eq}_i(x,t)}{\tau_R},
\]

(6)

where \( c_i \) (\( i = 1, 2, 3, \ldots, n \)) are the discrete lattice velocities, and \( n \) is the number of them. The temporal and spatial derivatives of \( e_i(x,t) \) at the left side of Eq. (6) are approximated by the first-order difference, thus Eq. (6) becomes:

\[
\frac{e_i(x + c_i \Delta t, t + \Delta t) - e_i(x, t)}{\Delta t} = -\frac{e_i(x, t) - e^{eq}_i(x, t)}{\tau_R},
\]

(7)

which results in the phonon lattice Boltzmann equation:

\[
e_i(x + c_i \Delta t, t + \Delta t) - e_i(x, t) = -\frac{e_i(x, t) - e^{eq}_i(x, t)}{\tau_R}.
\]

(8)

The non-dimensional relaxation time is \( \tau = \tau_R/\Delta t \), with \( \Delta t \) the lattice time step, related to the spatial step by \( \Delta x = c_i \Delta t \). The discrete equilibrium phonon energy densities are assumed to be identical [36,39,40,46]:

\[
e_i^{eq} = \frac{1}{n} e^{eq} = \frac{1}{n} \int f^{eq} h\omega D(\omega) d\omega.
\]

(9)

Under the Debye’s approximation assumed in the present work, the equilibrium phonon energy density becomes [1]:

\[
e^{eq} = \frac{9Nk_BT}{V} \left( \frac{T}{\Theta_D} \right)^3 \int_0^{\Theta_D/T} x^3 \frac{\exp(x) - 1}{\exp(x)} dx.
\]

(10)

with \( N/V \) the number density of crystal atoms, \( \Theta_D \) the Debye temperature and the dimensionless variable \( x \equiv h\omega/k_B T \). Theoretically, the local temperature of a crystal must be determined through an inverse numerical integration from the local phonon energy density based on Eq. (10) [36]. However, this inverse computation is complex and only necessary for extremely low temperature (\( T \ll \Theta_D \)) situation where the temperature dependence of heat capacity is prominent. In the present work, for mathematical simplicity and clear interpretation of the main points, we consider the limit of high temperature where the heat capacity approaches a constant such that Eq. (10) reduces to \( e^{eq} \propto C_V T \), with \( C_V \) the heat capacity per unit volume. Therefore, Eq. (9) becomes:

\[
e_i^{eq} = \frac{1}{n} e^{eq} = \frac{1}{n} C_V T.
\]

(11)

which is actually often adopted in previous phonon LBM models [44,46]. Incorporation of Eq. (10) into the present numerical model is trivial, which could be taken into account when necessary.

Finally a comparison is clarified between the equilibrium distribution functions of phonon LBM and of classical LBM for hydrodynamics. In classical LBM, the discrete equilibrium distribution function is derived from the local Maxwell–Boltzmann distribution, which describes the probability of finding particles in velocity space. Thus the discrete lattice velocities with different weights are designed to model the mesoscopic kinetics of particles in order to recover the macroscopic hydrodynamics. In contrast, under the usual Debye’s approximation made in phonon LBM, the phonon group velocities have an identical value in different directions, i.e. a uniform velocity space. The equilibrium distribution function of phonons
is the Bose–Einstein distribution (Planck distribution), which describes the probability of finding pseudo particles in frequency space. Since the evolution of phonon energy density is considered in the present LBM, the frequency dependence is avoided. Thus the discrete equilibrium function Eq. (9) essentially denotes a probability distribution of energy in the directional space. This explains why the identical weights are often used in the hitherto proposed LBM for modeling phonon transport in isotropic materials. A direct evolution of the frequency-dependent phonon distribution function in LBM remains still an open challenge. The similar problem is unresolved in LBM solution of photon (radiative) transfer [32] since both photon and phonon are bosons.

2.3. Chapman–Enskog expansion

To recover the macroscopic heat transport equation, Chapman–Enskog expansion is applied to solve the phonon lattice Boltzmann equation Eq. (8). Lattice structures including D1Q2, D2Q8 and D3Q14 are considered, as shown in Fig. 1. The central-point component with vanishing lattice velocity is not counted here, which is the main distinction from the lattice Boltzmann model for hydrodynamics. This distinction originates in that the conservation laws of particle number and mass in hydrodynamics are no longer ensured in phonon transport [1,2]. On the other hand, since phonon is a kind of boson with zero static mass, its velocity can never reach zero, otherwise it will disappear. The typical D2Q8 lattice will be used as an example for the Chapman–Enskog expansion, which can be done through similar procedures for other lattice structures.

A Taylor expansion of $e_i(x + c_i \Delta t, t + \Delta t)$ is conducted around $e_i(x, t)$ within second order since the lattice time step is usually small:

$$e_i(x + c_i \Delta t, t + \Delta t) = e_i(x, t) + \Delta t \left( \frac{\partial}{\partial t} + c_i \frac{\partial}{\partial x} \right) e_i(x, t) + \frac{1}{2} (\Delta t)^2 \left( \frac{\partial}{\partial t} + c_i \frac{\partial}{\partial x} \right)^2 e_i(x, t).$$

Substitution of Eq. (12) into Eq. (8) gives rise to:

$$\left( \frac{\partial}{\partial t} + c_i \frac{\partial}{\partial x} \right) e_i(x, t) + \frac{1}{2} (\Delta t)^2 \left( \frac{\partial}{\partial t} + c_i \frac{\partial}{\partial x} \right)^2 e_i(x, t) = -\frac{e_i(x, t) - e_i^{eq}(x, t)}{\tau_R}.$$

Two time scales $t_1$ and $t_2$, and one spatial scale $x_1$ [23,24,27] are introduced such that $\partial / \partial x = \varepsilon \partial / \partial x_1$, $\partial / \partial t = \varepsilon \partial / \partial t_1 + \varepsilon^2 \partial / \partial t_2$, with $\varepsilon$ a small parameter often chosen as the Kn number defined as the ratio of phonon mean free path $l$ to system characteristic size $L$ [23,49]. The discrete phonon energy densities are asymptotically expanded within first order: $e_i(x, t) = e_i^{(0)}(x, t) + \varepsilon e_i^{(1)}(x, t) + \cdots$. Putting these expressions into Eq. (13), we achieve the subsequent orders of magnitude on $\varepsilon^0$, $\varepsilon^1$, $\varepsilon^2$ respectively:

$$e_i^{(0)}(x, t) = e_i^{eq}(x, t),$$

$$\frac{\partial e_i^{(0)}(x, t)}{\partial t_1} + c_i \frac{\partial e_i^{(0)}(x, t)}{\partial x_1} = -\frac{1}{\tau_R} e_i^{(1)}(x, t),$$

$$\frac{\partial e_i^{(0)}(x, t)}{\partial t_2} + \left( 1 - \frac{1}{2\tau} \right) \frac{\partial e_i^{(1)}(x, t)}{\partial t_1} + \left( 1 - \frac{1}{2\tau} \right) c_i \frac{\partial e_i^{(1)}(x, t)}{\partial x_1} = 0.$$

The conservation law of phonon energy is ensured during the collision process, thus: $\sum_i e_i = \sum_i e_i^{eq}$, which results in $\sum_i e_i^{(r)} = 0$ for $r \geq 1$ when combined with the asymptotic expression of $e_i(x, t)$ and Eq. (14). The heat flux $q$ is also asymptotically expanded within first order: $q_i(x, t) = q_i^{(0)}(x, t) + \varepsilon q_i^{(1)}(x, t) + \cdots$. Conducting a summation over $i$ of Eq. (15) and Eq. (16) respectively, and then combining the two equations in terms of the temporal and spatial scales $t_1$, $t_2$ and $x_1$ gives rise to the energy balance equation:

---

**Fig. 1.** Lattice structures for phonon lattice Boltzmann model at different dimensions: (a) D1Q2, (b) D2Q8, (c) D3Q14.
Table 1  

<table>
<thead>
<tr>
<th>Lattice structures</th>
<th>Discrete lattice velocities</th>
<th>Lattice speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1Q2</td>
<td>(±1, 0, 0)c</td>
<td>$c = \frac{1}{2} v_g$</td>
</tr>
<tr>
<td>D2Q8</td>
<td>(±1, 0, 0)c, (0, ±1, 0)c, (±1, ±1, 0)c</td>
<td>$c = \frac{1}{2} v_g$</td>
</tr>
<tr>
<td>D3Q14</td>
<td>(±1, 0, 0)c, (0, ±1, 0)c, (0, ±1)c, (±1, ±1, ±1)c</td>
<td>$c = \sqrt{\frac{2}{3}} v_g$</td>
</tr>
</tbody>
</table>

\[
\frac{\partial e}{\partial t'} + \frac{\partial q_{\alpha}}{\partial x_{\alpha}} = 0, \tag{17}
\]

with the realistic time scale $t'$ related to the time scale $t$ in lattice Boltzmann model by $t' = (1 - 1/2\pi) t$. The concerning macroscopic variables: local temperature and heat flux are computed from the discrete phonon energy density through:

\[
e = \sum_i e_i = C_V T \quad \text{and} \quad q_{\alpha}(\mathbf{x}, t) = \sum_i c_{i\alpha} e_i(\mathbf{x}, t). \tag{18}
\]

Multiplying $c_i$ on both sides of Eq. (15) and Eq. (16), then conducting a summation over $i$ respectively, and finally combining the two equations gives rise to the heat transport equation:

\[
q_{\alpha} = -\frac{3}{4} \tau R c^2 \frac{\partial e}{\partial x_{\alpha}}. \tag{19}
\]

Eq. (18) is nothing but the classical Fourier’s law: $q_{\alpha} = -\lambda \partial T / \partial x_{\alpha}$ since $de = C_V dT$. This equivalence, supplemented with the kinetic expression of thermal conductivity $\lambda = C_V \tau R v_g^2 / 3$ [2], gives the relation between the lattice speed and phonon group speed:

\[
c = \frac{2}{3} v_g. \tag{20}
\]

Therefore, the Fourier’s law is recovered through the Chapman–Enskog expansion solution of phonon lattice Boltzmann equation. The above expression is within first-order, but the lattice Boltzmann scheme has a second order accuracy [27]. The lattice speed is not identical to but correlated to the phonon group speed by Eq. (19), which ensures an accurate capturing of the macroscopic behaviors of phonons based on the mesoscopic simulation. Through similar procedures, Chapman–Enskog expansion is conducted for D1Q2 and D3Q14 lattice structures, and the Fourier’s law is also recovered with the relations between lattice speed and phonon group speed obtained. The three different types of lattice structures and the corresponding lattice speeds are summarized thoroughly in Table 1. This is in strong contrast to most of previous work [34,36,39,43] where the phonon group speed was taken as the lattice speed, and a recent work [40] where the lattice speed assumed an average projected phonon speed computed as $1/2\pi \int_0^{\pi/2} v_g \sin \theta \sin \phi \int_0^{2\pi} \sin \theta d\theta d\phi = v_g \pi$ for one-dimensional transport whereas $1/2\pi \int_0^{\pi/2} v_g \sin \theta d\theta = \frac{2}{3} v_g$ for two-dimensional transport, which are later adopted in Refs. [44,46]. Here $\theta, \phi$ are respectively the zenith and azimuthal angles in spherical coordinate system. The projected phonon speed has an unclear physical interpretation, thus is an empirical rather than rigorous value for the lattice speed.

2.4. Boundary treatments

The treatments of isothermal, isoflux, and adiabatic boundary conditions for the present lattice Boltzmann scheme are provided in this part. In addition, a periodic temperature gradient boundary condition is introduced to deal with the situation where heat transports in a region with large length–width ratio. The D2Q8 lattice is again taken as an example to illustrate the details of boundary treatments. The treatments of isothermal, isoflux and adiabatic boundaries are shown in Fig. 2. The isothermal boundary condition is implemented by dividing equally the equilibrium phonon energy density prescribed by the wall temperature into each lattice components:

\[
e_i = \frac{1}{8} e^{eq} = \frac{1}{8} C_V T_{eq} \quad (i = 1, 2, \ldots, 8). \tag{21}
\]

Isoflux boundary condition is implemented by inversely calculating the unknown lattice components from the inflowing wall flux $q_0$ and the known lattice components after the propagation step:

\[
e_{4,7,8} = \frac{1}{3} \left[ \frac{q_0}{c} + (e_2 + e_5 + e_6) \right]. \tag{22}
\]

Adiabatic boundary condition is set based on the diffuse scheme which divides equally the summation of known incident lattice components into the unknown reflected lattice components:

\[
e_{2,5,6} = \frac{1}{3} (e_4 + e_7 + e_8). \tag{23}
\]

A periodic temperature gradient boundary condition shown in Fig. 3 is introduced to exert a constant temperature gradient $(T_L - T_R)/L$ along the transport region [46]. The unknown lattice components of phonon energy density at the
left-side (L) wall and at the right-side (R) wall are respectively got based on the identical deviations from the equilibrium distributions at both sides:
\[
e_{1,5,8}(L) = e_{1,5,8}^{eq}(L) + e_{1,5,8}^{eq}(R) - e_{1,5,8}^{eq}(R).
\]
\[
e_{3,6,7}(R) = e_{3,6,7}^{eq}(R) + e_{3,6,7}^{eq}(L) - e_{3,6,7}^{eq}(L).
\]

The equilibrium phonon energy densities in Eq. (23) and Eq. (24) are prescribed by the wall temperature at the left side and right side separately based on Eq. (20). Eq. (23) and Eq. (24) are actually inspired from a similar treatment of periodic heat flux boundary in Monte Carlo solution of phonon Boltzmann equation [50]. The identical deviations will induce identical temperature gradients at the two sides, since a distortion of the phonon distribution function from its equilibrium counterpart means a local nonequilibrium temperature gradient. Special care should be put on the treatment of corner point, for instance, the cross point of periodic temperature gradient boundary and adiabatic boundary. Firstly the unknown lattice components \( e_1, e_5 \) are set by Eq. (23), and then the unknown lattice components \( e_4, e_7, e_8 \) are obtained based on the diffuse scheme Eq. (22) for adiabatic boundary.

3. Numerical results and discussion

In this section, several classical numerical cases are simulated to test the new lattice Boltzmann scheme. They include 1D transient phonon transport, 2D steady-state phonon transport, 3D steady-state phonon transport, in-plane and cross-plane phonon transport through thin films. The in-plane and cross-plane phonon transport spreads a wide range from macroscale to microscale. Throughout all these simulations, the phonon transport is studied in silicon materials at around 300 K, of which the bulk thermal properties are listed in Table 2 [40]. To ensure the constant properties, small temperature differences are considered as in previous work. Relatively large temperature differences have been tested at constant properties, where the present scheme still gives stable and accurate results. Nonlinear problems with temperature-dependent properties will be investigated in future work.
Table 2
Thermal properties of bulk silicon at 300 K.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity ($\lambda$)</td>
<td>148</td>
<td>W/mK</td>
</tr>
<tr>
<td>Volumetric specific heat ($C_V$)</td>
<td>$1.66 \times 10^5$</td>
<td>J/m$^3$ K</td>
</tr>
<tr>
<td>Phonon mean free path ($l_f$)</td>
<td>41.79</td>
<td>nm</td>
</tr>
<tr>
<td>Phonon group speed ($v_g$)</td>
<td>6400</td>
<td>m/s</td>
</tr>
<tr>
<td>Phonon relaxation time ($\tau_R$)</td>
<td>$6.53 \times 10^{-12}$</td>
<td>s</td>
</tr>
</tbody>
</table>

Fig. 4. Non-dimensional temperature and heat flux distributions in 1D transient phonon transport at different time: (a) temperature; (b) heat flux at $1 \times 10^5$, $3 \times 10^5$, $5 \times 10^5$, $2.5 \times 10^6$ and $1.5 \times 10^7$ lattice time steps. Symbols represent the numerical results by the present LBM, and solid lines represent the analytical results by Eq. (25).

3.1. One-dimensional transient phonon transport

1D transient phonon transport is simulated through a silicon medium initially at a uniform temperature $T_0 = 299.9$ K, with a sudden temperature rise at the left (L) side such that $T_L = 300.1$ K at the initial instant $t' = 0$. The length of the medium is $L$, and the $Kn = l_f/L$ is set to be 0.001 in the diffusive regime. The D1Q2 lattice with a lattice speed $v_g/\sqrt{3}$ is used, with a grid number of 1001 after grid independence verification.

The temporal evolutions of temperature and heat flux distributions in this 1D transient heat conduction can be obtained through an analytical solution of the heat diffusion equation (as a combination of Eq. (17) and Eq. (18)) by the method of variable separation [51]:

$$\Theta \equiv \frac{T - T_0}{T_L - T_0} = 1 - X - \frac{2}{\pi} \sum_{n=1}^{\infty} \frac{\sin(n\pi X)}{n} \exp\left(-Kn^2\frac{\pi^2\xi}{3}\right),$$

$$Q \equiv \frac{Lq}{\lambda(T_L - T_0)} = 1 + 2 \sum_{n=1}^{\infty} \cos(n\pi X) \exp\left(-Kn^2\frac{\pi^2\xi}{3}\right),$$

where the non-dimensional spatial and temporal coordinates are respectively defined as:

$$X = \frac{x}{L}, \quad \xi = \frac{t'}{\tau_R}.$$  

The numerical results of the temporal evolutions of temperature and heat flux distributions by the present lattice Boltzmann scheme are shown in Fig. 4(a) and Fig. 4(b) respectively. The temperature rise at the left side gradually propagates into the medium in a diffusive way. A linear temperature distribution and uniform heat flux distribution are finally reached. It is seen that they agree well with the analytical solutions. Note that it is crucial to correlate the time scale in the present lattice Boltzmann model with the realistic time scale by $t' = (1 - 1/2\pi) t$ in order to capture accurately the transient behaviors in phonon transport. Incorrect temporal evolutions of both temperature and heat flux distributions would be obtained, as in Refs. [40,44,47], where this correlation rigorously derived in Section 2.3 is missing.
3.2. Two-dimensional steady-state phonon transport

2D steady-state phonon transport is simulated in a region initially at a uniform temperature $T_c = 299.5$ K. Two cases as shown in Fig. 5(a) (case I) [40] and Fig. 5(b) (case II) [39] are considered. In case I, the top wall is prescribed at a given temperature $T_h = 300.5$ K; in case II, an inflowing heat flux $q_0 = 10^8$ W/m$^2$ is given. Such a magnitude of heat flux is exerted that the temperature rise is adequate to keep the average temperature in the whole region at about 300 K. The other three walls in both cases keep the initial temperature. Steady-state profiles of temperature and heat flux distribution will be reached after sufficiently long time. For both cases, phonon transport in the diffusive regime $Kn = l/L = 0.005$ is studied; the D2Q8 lattice is applied with a lattice speed $2v_q/3$ and grid numbers of $201 \times 201$ for case I, $301 \times 301$ for case II are chosen after grid independence verifications.

The expressions of steady-state temperature and heat flux distributions for case I are obtained through an analytical solution of Eq. (17) and Eq. (18) by the method of variable separation:

$$
\Theta(X, Y) = \sum_{n=1}^{\infty} \frac{2[1 - \cos(n\pi)]}{n\pi \sinh(n\pi)} \sin(n\pi X) \sinh(n\pi Y)
$$

$$
Q_x(X, Y) = \sum_{n=1}^{\infty} \frac{2[1 - \cos(n\pi)]}{n\pi \sinh(n\pi)} \cos(n\pi X) \sinh(n\pi Y)
$$

$$
Q_y(X, Y) = \sum_{n=1}^{\infty} \frac{2[1 - \cos(n\pi)]}{n\pi \sinh(n\pi)} \sin(n\pi X) \cosh(n\pi Y).
$$

(27)

In Eq. (27), the non-dimensional coordinates, temperature and heat flux are defined respectively as:

$$
X = \frac{x}{L}, \quad Y = \frac{y}{L}, \quad \Theta = \frac{T - T_c}{T_h - T_c}, \quad Q = \frac{qL}{\lambda(T_c - T_h)}.
$$

(28)

The steady-state analytical solutions for case II are obtained by the same method:

$$
\Theta(X, Y) = \sum_{n=1}^{\infty} \frac{2Q_0}{(n\pi)^2} \frac{1 - \cos(n\pi)}{\cosh n\pi} \sin(n\pi X) \sinh(n\pi Y)
$$

$$
Q_x(X, Y) = -\sum_{n=1}^{\infty} \frac{2Q_0}{n\pi} \frac{1 - \cos(n\pi)}{\cosh n\pi} \cos(n\pi X) \sinh(n\pi Y)
$$

$$
Q_y(X, Y) = -\sum_{n=1}^{\infty} \frac{2Q_0}{n\pi} \frac{1 - \cos(n\pi)}{\cosh n\pi} \sin(n\pi X) \cosh(n\pi Y).
$$

(29)

The non-dimensional coordinates in Eq. (29) are the same as those in Eq. (28), while the non-dimensional temperature and heat flux in Eq. (29) are slightly different from those in Eq. (28):

$$
\Theta = \frac{T - T_c}{T_c} \frac{1}{Kn}, \quad Q = \frac{qL}{\lambda T_c} \frac{1}{Kn}.
$$

(30)
Fig. 6. Non-dimensional temperature and heat flux distributions in 2D steady-state phonon transport (case I): (a) temperature, (b) x-direction heat flux and (c) y-direction heat flux along the cross-sections at \( y/L = 0.25, 0.5 \) and 0.75 respectively. For the present LBM simulations, we use a grid of 201 \( \times \) 201, D2Q8 with a lattice speed \( c = 2v_g/3 \). For comparison of the LBM modeling of Ref. [40], a grid of 201 \( \times \) 201, D2Q8 with a lattice speed \( c = 2v_g/\pi \) is used. The squares represent the numerical results by LBM in Ref. [40], the circles are the results by the present LBM, and the solid lines are the analytical solutions by Eq. (27).

The numerical results of the steady-state temperature and heat flux distributions for case I are shown in Fig. 6(a) and Fig. 6(b), (c) respectively. Further a comparison is made for case I between the results by the present lattice Boltzmann scheme and the previous scheme proposed in Ref. [40], where an empirical effective phonon group speed of \( 2v_g/\pi \) and identical weights of equilibrium distribution are used. The temperature distribution is predicted satisfactorily by the scheme proposed in Ref. [40], whereas the heat flux distribution is slightly underestimated. The numerical results of the steady-state temperature and heat flux distributions for case II are shown in Fig. 7(a)–(c), whose profiles are similar to those in case I. Note that the sign of the heat fluxes in case II are different from those in case I, because of the different non-dimensional variables. It is seen that a perfect agreement is achieved between the present lattice Boltzmann simulations and analytical solutions for both the temperature and heat flux distributions.

3.3. Three-dimensional steady-state phonon transport

3D steady-state phonon transport in a cubic region initially at a uniform temperature \( T_c = 299.5 \) K is studied. The top wall is prescribed at a given temperature \( T_h = 300.5 \) K, as is shown in Fig. 8. Thus steady-state profiles of temperature and heat flux distributions will be attained after sufficiently long time. Phonon transport in the diffusive regime \( Kn = 0.01 \) is studied; the D3Q14 lattice is applied with a lattice speed \( \sqrt{\frac{T_c}{T_h}} v_g \) and a grid number 101 \( \times \) 101 \( \times \) 101 is chosen after grid independence verifications.
Fig. 7. Non-dimensional temperature and heat flux distributions in 2D steady-state phonon transport (case II): (a) temperature, (b) x-direction heat flux and (c) y-direction heat flux along the cross-sections at y/L = 0.25, 0.5 and 0.75 respectively. For the present LBM, a grid of 301 × 301, D2Q8 with lattice speed c = 2v_g/3 is used. The symbols represent the results by present LBM while solid lines are the analytical solutions by Eq. (29).

Fig. 8. Schematic of 3D steady-state phonon transport.
The expressions of temperature and heat flux distributions are got through an analytical solution of the heat diffusion equation by the method of variable separation:

$$\Theta(X, Y, Z) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{4[1 - \cos(n\pi)][1 - \cos(m\pi)]}{mn\pi^2 \sinh(\mu_{nm})} \sin(n\pi X) \sin(m\pi Y) \sinh(\mu_{nm} Z)$$

$$Q_x(X, Y, Z) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{4[1 - \cos(n\pi)][1 - \cos(m\pi)]}{m\pi \sinh(\mu_{nm})} \cos(n\pi X) \sin(m\pi Y) \sinh(\mu_{nm} Z)$$

$$Q_y(X, Y, Z) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{4[1 - \cos(n\pi)][1 - \cos(m\pi)]}{n\pi \sinh(\mu_{nm})} \sin(n\pi X) \cos(m\pi Y) \sinh(\mu_{nm} Z)$$

$$Q_z(X, Y, Z) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{4\mu_{nm}[1 - \cos(n\pi)][1 - \cos(m\pi)]}{mn\pi^2 \sinh(\mu_{nm})} \sin(n\pi X) \sin(m\pi Y) \cosh(\mu_{nm} Z).$$

with $\mu_{nm} = \sqrt{n^2 + m^2} \pi$, $Z = z/L$, whereas other non-dimensional variables are the same as those in Eq. (28).

The numerical results of steady-state temperature and heat flux distributions are compared to the analytical solutions in Fig. 9(a), Fig. 9(b), Fig. 9(c) respectively. Since the behaviors of phonon transport in the $x$-direction are symmetrical to that in the $y$-direction, thus only the $x$-direction and $z$-direction heat fluxes are displayed. Again the present phonon lattice Boltzmann model gives an accurate prediction of both temperature and heat flux distributions in 3D steady-state phonon transport.

3.4. In-plane and cross-plane high-Kn phonon transport

Phonon transport across and through silicon thin films are studied here, as is shown in Fig. 10. The thickness of the thin film is $H$, and the Knudsen number is defined as $Kn = l/H$. The length and width of the thin film are much larger than the thickness, and therefore the cross-plane phonon transport reduces to a 1D problem, driven by the given wall temperatures $T_1 = 300.5 \text{ K}$ and $T_2 = 299.5 \text{ K}$. Periodic boundary conditions are applied on the top and bottom boundaries for the cross-plane case. For the in-plane case, the walls are assumed adiabatic. A uniform temperature gradient is implemented along the in-plane direction by the periodic temperature gradient treatment provided in Section 2.4 to reduce the grid number for high $Kn$, where the simulation domain may become extremely non-uniform with a large length-thickness ratio. The D2Q8 lattice is used with a lattice speed $2v_g/3$ for both cases. A grid number of $1001 \times 6$ and $201 \times 201$ are applied for the cross-plane and in-plane cases respectively, after the grid independence verification.

The analytical results of cross-plane and in-plane phonon transports have been achieved through a solution of the phonon Boltzmann equation with gray relaxation time approximation. The effective thermal conductivity is therefore calculated based on the classical Fourier’s law: $\lambda_{eff} = \frac{\lambda}{1 + \frac{2}{3} Kn}$ for the cross-plane case, and $\lambda_{eff} = \frac{1}{\frac{2}{3} Kn + \frac{1}{3}} \int_0^H q dy$ for the in-plane case. The cross-plane effective thermal conductivity available in all ranges of $Kn$ was achieved based on the equation of phonon radiative transfer (EPRT) [52]:

$$\frac{\lambda_{eff}}{\lambda} = \frac{1}{1 + \frac{2}{3} Kn}.$$

The in-plane effective thermal conductivity available in all ranges of $Kn$ was achieved through an analytical solution of phonon Boltzmann equation with the diffuse boundary condition on lateral walls [1]:

$$\frac{\lambda_{eff}}{\lambda} = 1 - \frac{3}{8\eta} \left[ 1 - 4(E_3(\eta) - E_5(\eta)) \right].$$

with $\eta = 1/Kn$, and the $n$th-order exponential integral $E_n(\eta) = \int_0^1 \mu^{n-2} \exp\left(-\frac{\mu}{\eta}\right) d\mu$. Eq. (33) is a special case of the classical Fuchs–Sondheimer model with a vanishing specularity parameter (cf. Eq. (111) in Ref. [5]).

The numerical results of cross-plane and in-plane effective thermal conductivity by the present lattice Boltzmann scheme are compared to the analytical solutions in Fig. 11(a) and Fig. 11(b) respectively. For the cross-plane case shown in Fig. 11(a), the lattice Boltzmann simulation displays a perfect agreement with the analytical solution of Eq. (32) in a large range of $Kn$. With $Kn$ increasing, the effective thermal conductivity decreases because of the size effect. A linear temperature distribution is attained across the thin film with temperature jumps observed at the boundaries, which agree quantitatively with previous available results through a solution of EPRT by discrete-ordinate method [52], as is shown in Fig. 12. For the in-plane case shown in Fig. 11(b), the lattice Boltzmann prediction agrees well with the analytical solution of Eq. (33) when $Kn \ll 1$. For higher $Kn$ the present predictions overrate the effective thermal conductivity. The reason lies in that the continuum assumption for the classical Fourier’s law breaks down when $Kn$ is high. Similar problems have also been met in lattice Boltzmann modeling of microscale gas flow, where the fluid behavior was captured satisfactorily only in the hydrodynamic regime (negligible Kn effects) without modifications to the original BGK scheme [27,53]. In order to remedy
Fig. 9. Non-dimensional temperature and heat flux distributions in 3D steady-state phonon transport in the mid-plane ($y/L = 0.5$): (a) temperature, (b) x-direction heat flux and (c) z-direction heat flux along the cross-sections at $z/L = 0.25$, 0.5 and 0.75 respectively. For the present LBM, a grid of $101 \times 101 \times 101$, D3Q14 with lattice speed $c = \sqrt{\frac{T}{\mu_{lg}}} v g$ is used. The symbols represent the results by present LBM while solid lines are the analytical solutions by Eq. (31).

Fig. 10. Phonon transport in a thin film with a thickness of $H$ along different heat flux directions: (a) cross-plane direction; (b) in-plane direction.

the situation, an effective relaxation time correction is introduced into the lattice Boltzmann scheme, $\tau_{\text{eff}} = \tau_{1} + \alpha_{Kn}$, inspired by the effective viscosity model in the lattice Boltzmann model for the microscale gas flows [54]. This modification indicates a corrected mean free path ($l$) in a confined space by walls correlated to the high $Kn$ situation. The relaxation time $\tau_R$ is
Fig. 11. Effective thermal conductivities of silicon thin film versus Kn at 300 K for: (a) cross-plane case and (b) in-plane case. The squares represent the numerical result by the present LBM, the cycles in (b) represent the numerical results with a modified effective relaxation time, and the solid lines represent analytical results.

Fig. 12. Dimensionless temperature profiles in the cross-plane case: the symbols represent results from solution of EPRT in Ref. [52], the solid lines represent the results by present LBM. The dimensionless temperature is defined as $\Theta = (T - T_R)/(T_L - T_R)$.

therefore modified through $l = t_R v_g$. The empirical coefficient $\alpha = 0.1$ is obtained by adjusting the numerical results to the analytical solution. Thus, the present lattice Boltzmann scheme is extended to model in-plane phonon transport at higher $Kn$ beyond its original scope.

In summary, the present phonon lattice Boltzmann method works well for predicting phonon transport in the diffusive regime, and gives satisfactory results in the regime not too far from the diffusive regime ($Kn \lesssim 1$). The proposed D2Q8 lattice scheme eliminates the fictitious phonon speed in the diagonal direction of a square lattice system in previous lattice Boltzmann models. With the correct correspondences between numerical parameters and material properties, the lattice resolution is greatly reduced from about fifty [40] to one lattice per phonon mean free path to accurately capture the temperature and heat flux profiles of both steady-state and transient phonon transports. Further work is still pending to rigorously extend the present lattice Boltzmann scheme to model nanoscale phonon transport, where $Kn$ is extremely high and the nonlocal effect is dominant (cf. Ref. [5] and the references therein). Although previous work [55] has made some effort in modeling the nonlocal effects based on a lattice Boltzmann scheme of phonon hydrodynamics, a solid connection is still lacking between the mesoscopic algorithm and macroscopic equation for nanoscale phonon transport, as is summarized thoroughly in Section 5.3 of Ref. [5]. Another challenge in phonon lattice Boltzmann modeling is the accurate description of phonon-boundary (interfacial) interaction, which becomes increasingly pertinent in nanosystems.
4. Conclusions

The present work establishes a theoretical foundation for the proposed phonon lattice Boltzmann scheme. The numerical parameters are rigorously correlated to the bulk material properties based on a Chapman–Enskog expansion to phonon lattice Boltzmann equation, so that all of the inconsistencies in previous work are naturally removed. Both the steady-state and transient, one-dimensional and multi-dimensional phonon transport can be modeled accurately by the new scheme in the diffusive regime. After relaxation time modification, the present phonon lattice Boltzmann method works well for predicting phonon transport in a wider range of Kn. The linear and gray approximations in this work remains to be generalized by including the actual phonon dispersion relation and frequency-dependent relaxation time in future work. Modeling phonon transport in nanosystems with complex geometries by the present lattice Boltzmann scheme will be explored soon, which may provide a deeper understanding of nonlinear and nonlocal heat transports at nanoscale and an efficient way to optimize heat transfer pathways in nanodevices.
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