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A B S T R A C T

We utilize a pixel-based fracture detection algorithm to digitize 80 published outcrop maps of different scales at different locations. The key fracture properties, including fracture lengths, orientations, intensities, topological structures, clusters, and flow, are analyzed. Our findings provide significant justifications for statistical distributions used in SDFN modelings. We find that fracture lengths follow multiple (instead of single) power-law distributions with varying exponents. Large fractures tend to have large exponents, possibly because of a small coalescence probability. Most small-scale natural fracture networks have scattered orientations, corresponding to a small 𝜅 value (𝜅 < 3) in a von Mises–Fisher distribution. Large fracture systems analyzed in this research usually have more concentrated orientations with large 𝜅 values. Fracture intensities are spatially clustered at all scales. A fractal spatial density distribution, which introduces clustered fracture positions, can better capture the spatial clustering than a uniform distribution. Natural fracture networks usually have a significant proportion of T-type nodes, which is unavailable in conventional SDFN models. Thus, a rule-based algorithm is necessary to mimic the fracture growth and form T-type nodes. Most outcrop maps show good topological connectivity. However, sealing patterns and stress impact must be considered to evaluate the hydraulic conductivity of fracture networks.

1. Introduction

As a general concept of discontinuities in geology, fractures include joints, faults, veins, deformation bands, and pressure solution seams. They are pervasive in the upper crust and usually form complex networks. Fracture networks can affect many important mechanical and hydraulic properties of rocks, including rock strength, stiffness, and permeability (Adler and Thovert, 1999). Therefore, their impacts on many engineering fields are significant, such as underground water movement, nuclear waste disposal, mining, geothermal extraction, and petroleum reservoir development (Berkowitz, 2002; Pogacnik et al., 2016).

However, the three-dimensional, small-scale structures of subsurface fractures are largely inaccessible with current technologies (seismic surveys, well logging, field observations, etc.). Furthermore, complex and irregular fracture shapes (Gertsch, 1995), rough fracture surfaces (Chae et al., 2004), fracture tortuosity, and stress impact on the fracture permeability (Cook et al., 1990) make it extremely difficult to describe fracture networks in great detail. A stochastic discrete fracture network model (SDFN) is a practical approach to modeling complex fracture systems in the subsurface, where fractures are represented explicitly with simplistic shapes, such as line segments in 2D and polygons or ellipses in 3D (Bour and Davy, 1997; Darcel et al., 2003; Lei et al., 2017; Li et al., 2022).

The key geometric properties of the fracture network, such as fracture orientations, sizes, and center positions, are described with different statistical distributions. Different researchers propose log-normal, gamma, exponential, and power-law distributions to describe fracture lengths (Bonnet et al., 2001). The power-law distribution is prevalent as observed from field outcrops and analog experiments (Sornette et al., 1993). A von Mises–Fisher distribution is widely adopted to describe fracture orientations (Huang et al., 2020). Fracture center positions are described by a Poisson (uniform) or a more general fractal spatial density distribution (Bour and Davy, 1997; Darcel et al., 2003). A fractal dimension characterizes the fractal spatial density...
distribution. In 2D, the fractal spatial density distribution generates clustered fracture positions and brings clustering effects when the fractal dimension is smaller than 2.0. It reduces to a uniform distribution when the fractal dimension equals 2.0. Correspondingly, the critical dimension for uniformly distributed fracture centers is 3.0 in 3D space. A uniform spatial density distribution is easy to implement but usually unrealistic. Through outcrop observations, natural fracture systems usually show clustering effects (Zhu et al., 2018; Akara et al., 2021). Table 1 summarizes key geometric properties of fracture networks and their commonly adopted statistical distributions.

An SDFN model cannot characterize details of fracture geometry, but it can preserve the essential topological structure of a fracture network, which determines the overall hydraulic diffusivity in fluid flow through low permeability formations (Lei et al., 2017; Zhu et al., 2021c). Important flow results, including flow rate or permeability, depend on the configuration of fracture networks (Zhu et al., 2021c). Therefore, it is necessary to investigate fracture configurations before incorporating impacts of detailed fracture properties, such as roughness, curved shapes, and stress impacts. However, actual subsurface fracture networks are unavailable with current technologies. Therefore, it is impossible to validate the correctness and quality of SDFN models. The confidence of SDFN models depends on whether statistical distributions are representative of real fracture networks. Those statistical distributions are usually summarized from available datasets, including outcrop maps, wellbore images, and seismic maps (Feng et al., 2020; Williams and Johnson, 2004; Prioul and Jocker, 2009). Outcrop maps are essential datasets because they are widely spread and provide abundant information on the geometric properties of fractures, such as fracture orientations, lengths, and intersection relationships. However, outcrop maps require a significant human effort to recognize and detect fractures before summarizing statistics. Geologists usually analyze a few outcrop maps at a given region and hardly extend their findings to more general conditions, considering the tremendous time cost for fracture interpretations. Therefore, a synthetic analysis of fracture geometries with a large number of outcrop maps from different scales and locations is unavailable.

To reduce the human effort in interpreting outcrop maps, we have proposed an automatic fracture interpretation algorithm (Zhu et al., 2020), which automatically interprets typical plan-view maps of fracture networks from a variety of resources, such as seismic reflection horizons, satellite images, aerial photos, etc. The method comprises two stages: (1) converting a raw outcrop image to a binary map that preserves the fracture trace and removes all background features. This stage is denoted as fracture recognition, which is completed by using a deep-learning architecture, U-net (Ronneberger et al., 2015), (2) replacing the binary fracture images with line segments or polylines. This stage is named fracture detection, completed with a pixel-based fracture detection algorithm. The algorithm is further optimized in this research and discussed in detail in the following section. The deep-learning-based fracture recognition needs many training images, which are unavailable in this research. Therefore, we focus on the fracture detection algorithm and utilize the algorithm to digitize 80 outcrop maps from published literature.

Commonly used lineament detection methods include Hough transform (Wang and Howarth, 1990), Segment Tracking Algorithm (Koike et al., 1995) and more methods are available in a detailed review paper (Ahmadi and Pekkan, 2021). Those lineament detection methods are usually sensitive to curved shapes of real fracture traces, thus unsuitable for complex fracture systems. Our proposed pixel-based detection algorithm instead is robust, accurate, and efficient. All pixels in a fracture trace are recorded, and key information about the fracture trace is available, including fracture orientations, lengths, positions, and the abutment relationship between fractures.

The outcrop maps are collected from different literature at different locations with varying scales from millimeters to tens of kilometers. We synthetically analyze distributions of fracture lengths, orientations, intensities, topological structures, clusters, and flow from those outcrop maps. The findings on fracture geometries provide significant support and justifications for SDFN modeling, and we also point out shortcomings and possible improvements of the commonly adopted SDFN techniques. The analysis of clusters and flow investigates the connected fractures and their permeability, considering the fracture sealing and stress impacts.

The structure of the paper is organized as follows: Section 2 introduces detailed algorithms used in detecting fractures from binary outcrop maps. Section 3 analyzes distributions of fracture lengths, orientations, intensities, their topological structures, clusters and flow. Section 4 discusses insights for SDFN modeling. Important findings and conclusions are summarized in Section 5.

<table>
<thead>
<tr>
<th>Property</th>
<th>Distribution</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>Exponential</td>
<td>Priest and Hudson (1976), Nur (1982)</td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>Davy (1993), Sornette and Sornette (1999)</td>
</tr>
<tr>
<td></td>
<td>Lognormal</td>
<td>Priest and Hudson (1981), Rouleau and Gale (1985)</td>
</tr>
<tr>
<td></td>
<td>Fractal</td>
<td>Darcel et al. (2003), Zhu et al. (2018)</td>
</tr>
</tbody>
</table>

2. Fracture detection

Fracture recognition and fracture detection are the two significant stages for a successful fracture interpretation (Zhu et al., 2020). Deep learning techniques, such as U-net (Ronneberger et al., 2015), and mathematical methods, such as shearlet transform (Reisenhofer, 2014), are suitable for fracture recognition and separate fracture geometries from complex environments. This research collects published binary outcrop maps recognized by different geologists; therefore, the fracture recognition process is considered complete. A fracture detection process is further required to convert binary outcrop maps to line segments or polylines for further in-depth investigations. In the proposed approach, we adopt a pixel-based fracture detection method that is robust, accurate, and efficient. The method is composed of four main steps.

**Step 1** Skeletonize a binary image into a one-pixel wide image. ‘bwmorph’ function in Matlab can conveniently convert a binary image to its skeleton. Fig. 1(b) shows an example of the skeletonization. Outcrops have experienced severe weathering and stress-release during the upward movement, which significantly changes fracture apertures. Therefore, the aperture information from an outcrop map is generally unreliable. The skeletonization loses the aperture information but preserves the topological structure of the fracture network, which is essential for the flow behavior in the subsurface.

**Step 2** Find initial pixels and intersection pixels of fractures in the skeletonized image. Check each pixel and count the number of its neighboring pixels, \( N_i \). If \( N_i = 1 \), the pixel is denoted as an initial pixel. If \( N_i \geq 3 \), the pixel is defined as an intersection pixel. If \( N_i = 2 \), the corresponding pixel is a transit pixel. Fig. 1(c) shows a sketch map of different types of pixels. The green squares and the blue circles represent initial and intersection pixels, respectively. Several intersection pixels can coexist at one intersection area. Therefore, blue adjacent intersection pixels are merged to their centroid point, referring to the merged intersection pixel (red triangle).
Fig. 1. (a) A binary fracture image; (b) Skeletonization of the binary fracture image in (a); (c) Initial and intersection pixels of the skeletonized image. Green squares represent initial pixels. Blue circles represent intersection pixels. Red triangles represent merged intersection pixels. (d) Fracture traces interpreted by the detection method. Type 1 and 2 fractures found in Steps 3 and 4 are shown in green and red, respectively.

Fig. 2. Flow chart of the fracture detection algorithm. $N_b$ is the number of neighboring pixels. The green and red colors refer to steps involving initial pixels and intersection pixels, respectively; The blue color refers to ordinary steps and the recognition of transit pixels.

**Step 3** Define the Type 1 fracture and track the fracture trace. The Type 1 fracture is constrained by at least one initial pixel, either by a pair of initial pixels or an initial pixel and a merged intersection pixel. The tracking process visits all initial pixels. The trace tracking starts at an unvisited initial pixel and records the transit pixels in the fracture trace. When the trace encounters the other initial pixel or an isolated intersection pixel (after which no valid subsequent pixel exists), the tracking stops for the corresponding fracture trace and restarts the tracking with another unvisited initial pixel. The pixels in a specific fracture trace, including the initial, transit, and intersection pixels, are recorded. Fig. 1(d) shows the results of Type 1 fractures, marked in green.

**Step 4** Define the Type 2 fracture and track the fracture trace. A pair of merged intersection pixels compose the start and end points of a Type 2 fracture trace. The trace tracking process is implemented on all merged intersection pixels. The tracking starts at a merged intersection pixel and records the transit pixels in the fracture trace. When the trace encounters the first merged intersection pixel, the tracking process stops for the corresponding fracture trace and restarts the tracking with another unvisited merged intersection pixel. Fig. 1(d) shows the results of Type 2 fractures, marked in red.

Fig. 2 presents a flow chart of the fracture detection algorithm for a clear demonstration. The fracture curvature can be captured since all pixels in a specific fracture trace are recorded. Fig. 1(d) shows curved fracture traces with polylines. The number of segments in a polyline is controllable, and the maximum value is the number of pixels in the fracture trace. Finding the correct pixel when encountering an intersection pixel is the most troublesome part of trace tracking in Step 3. Two steps are proposed to find the correct pixel to solve this issue.

- Find all possible pixels around the closest merged intersection pixel. Possible pixels are the pixels intersecting the yellow box in Fig. 1(c)). The size of the yellow box is dynamically adjusted from 1 to 3-pixel lengths.
- Find the pixel which best fits the trace trend. The pixel is recorded as the subsequent pixel if its deviation is insignificant. Otherwise,
the closest merged intersection pixel is recorded, and the tracking process stops for the corresponding trace. In this case, the trace is constrained by an initial pixel and a merged intersection pixel. The current intersection pixel is the isolated intersection pixel mentioned in Step 3. The deviation criterion is adjustable for different outcrop maps. $\pi/6$ is a good choice for most cases as a deviation criterion to distinguish the pixel orientation and the averaged trace orientation.

The process of finding the next pixel can also be used to find branches originating from one merged intersection pixel, where the number of branches defines the T-type and X-type intersections, as demonstrated in Fig. 3. If the number of branches is two or three, the corresponding merged intersection pixel is a T-type intersection. When the number of branches is two, the merged intersection pixel is a V-type intersection, where two tips coincide. However, we do not distinguish these two types and regard both of them as T-type intersections because the probability of a V-type intersection occurring in a natural network is negligible (Sanderson and Nixon, 2015). When the number of branches is more than three, the corresponding merged intersection pixel is an X-type intersection. I-type (isolated fractures), T-type, and X-type intersections are used for topological analysis in the next section.

Fig. 4 shows one example of the digitized outcrop maps from the Achnashellach Culmination field area (Figs. 7B and 7D in Watkins et al., 2015). Detected fracture traces are overlapped with the original outcrop map in Fig. 4(c), which shows accurate detection results. The synthetic analysis of geometric properties and topological structures of fractures are obtained with digitized outcrop maps and presented in the following section.

3. Analysis of fracture geometries, topological structures, clusters and flow

We implement the fracture detection algorithm on 80 published outcrop maps (Segall and Pollard, 1983b; Gillespie et al., 1993; Barton, 1995; Odling, 1997; Odling et al., 1999; Holland et al., 2009; Jafari, 2011; Bertrand et al., 2015; Watkins et al., 2015; Bisdom, 2016; Duffy et al., 2017; Healy et al., 2017; Thiele et al., 2017; Becker et al., 2018; Wyller, 2019; Prabhakaran et al., 2021). These outcrop maps are collected from different parts of the world as shown in Fig. 5 and they have a wide range of scales from millimeters to tens of kilometers. Their geometric patterns are summarized and analyzed in detail, including fracture lengths, orientations, intensities, and topological structures. All digitized outcrop maps are available online (https://doi.org/10.4121/14865096.v2).

It is worthwhile to mention that published outcrop maps are usually biased because regions with well-developed fractures are preferred for sampling, indicating that the analysis below cannot represent a complete picture of natural fracture networks. However, well-developed fractures are also essential for fluid transportation in the subsurface compared with poorly-developed fractures. Therefore, the analysis based on collected outcrop maps is still helpful in deepening the understanding of natural fracture systems.

3.1. Length distribution

Exponential, log-normal, and power-law distributions are usually adopted to describe fracture length, and the power-law distribution is prevalent. Cladouhos and Marrett (1996) and Olson (2007) simulated the fracture growth and linkage process and observed a power-law distribution of fracture lengths. Researchers also observed two-/three dimensional power-law distribution in outcrop maps (Davy, 1993), where the full-length distributions are separated into two/three regions and described with a power-law distribution with different exponents. Sano et al. (1981) derived the power-law distribution of fracture length based on the assumption of homogeneous materials and uni-axial stress conditions. However, the origin of power-law distribution is still an unsolved issue, and in-depth explanations are insufficient.

Makarov (2007) found the universal fractality of solids through the process of destruction in loaded solids, which leads brittle fracture and plastic deformation to be self-similar at different scales, and in turn, their lengths follow a power-law distribution. However, many experiments and outcrop observations show the opposite process, where large fractures are formed from the linkage and coalescence of numerous small, isolated fractures, and such linkage and coalescence happen in a wide range of scales (mm–km) (Cartwright et al., 1995; Otsuki and Dilov, 2005). Here, we propose a simplistic but elegant model (Appendices A and B) to explain a possible origin of a power-law distribution for fracture lengths based on the self-similar characteristics of natural fractures and their coalescence. The model reproduces the iterative growth process of natural fractures, and we conclude that the fracture lengths should follow a power-law distribution at a later generation:

$$N_N = \frac{f_N}{f_0}(1-p)^{N_0}$$

where $N_N$ is the number of fractures with a fracture length of $f_N$ at the $N$th generation; $N_0$ is the initial number of fractures; $f_N$ is the fracture length at the $N$th generation; $f_0$ is the initial length of fractures; $p$ is the coalescence probability at each generation; $n_i$ is the number of small fractures coalesced to form a large fracture. A simpler expression of Eq. (1) is:

$$N_N \sim N_{0}^{1-a} \cdot$$

where $a = 1 - \frac{\ln p}{\ln 2}$.

The coalescence probability varies between 0 and 1.0 and the number of coalesced small fractures $n_i$ usually varies between 2 and 5 (Cartwright et al., 1995; Otsuki and Dilov, 2005), so the term is always negative. The corresponding exponent should always be larger than 1.0, which is consistent with most outcrop observations (Bonnet et al., 2001).

If the length distribution follows a power-law distribution, the cumulative distribution function (CDF) of fracture lengths should also follow a power-law distribution:

$$C_N \sim N_{0}^{1-a}$$

If $p$ and $n_i$ are constant for each generation, the cumulative length distribution should be a single power-law distribution with the exponent equal to $1-a$. However, this scenario is over-idealized, and a typical length distribution from the real outcrop map at the Achnashellach Culmination field area (Fig. 7B in Watkins et al., 2015) is shown in Fig. 6. For clarity, the fracture length is represented by the number of pixels of each fracture trace instead of line segments after converting a fracture trace to polylines.

Fig. 6(a) shows a curved CDF with varying slopes. A single or two/three-dimensional power-law distribution is insufficient to describe the length distribution. Suppose that we regard each short growth period as a straight line segment. In that case, the varying slopes indicate fracture lengths in different short segments following a power-law distribution with different values of exponents. The variation of exponents comes from variations of $p$ and $n_i$. 

![Fig. 3. Demonstration of T-type, V-type and X-type intersections. Blue points refer to the I-type nodes.](image-url)
Due to the finite range effect (Pickering et al., 1995), the exponent obtained from CDF fitting is biased. We adopt the iterative method introduced in Pickering et al. (1995) with $1 \sim 3$ iterations to remove the majority of bias. The number of iterations is case-dependent, and usually, three iterations is a good option. An intermediate range of fracture lengths is chosen for the fitting because data points of large and small fracture lengths are inaccurate. To be specific, $[0.1, 0.8]$ of the full range is selected. Large fracture trace length is usually affected by censoring effects (Riley, 2005), where the trace length is less than or equal to that of an entire trace. Small fracture trace length is inaccurate because of two possible reasons. One is incomplete sampling or truncation because of limited resolutions of the sampling method. The second one is the misinterpretation of close and small fractures caused by the limited resolution of published outcrop maps. Therefore, an intermediate range of lengths is more appropriate for the fitting.

We fit the cumulative length distribution with a fourth-degree polynomial and get their derivatives, corresponding to $1 - a$ at each short growth period. The slope of fitted polynomials is shown in Fig. 6(b). With fracture lengths increasing, the slope gets smaller, which corresponds to a smaller value of $\ln(p)/\ln(n_s)$. If we take an intermediate range of fracture lengths, we can use the iterative method to remove the bias.
set on an outcrop map is nontrivial because the fracture orientation $\vec{\nu}$ has a large variance. In each fracture set, the orientation is highly concentrated and usually has different orientations possibly belonging to different fracture sets because they are concentrated in orientations and difficult to intersect with each other. Because they are concentrated in orientations and difficult to intersect with each other, usually small coalescence probability of large fractures can partially explain the small coalescence probability of large fractures. The simplistic model is inaccurate since the natural fracturing process is extremely complex, considering the heterogeneous materials and complex stress conditions. However, it provides a straightforward and possible scenario to explain the origin of the power-law distribution by capturing essential patterns in natural fractures (self-similarity and coalescence). This model can be further improved by incorporating concrete physical constraints.

### 3.2. Orientation distribution

A von Mises–Fisher distribution usually describes the orientation of fractures (Song et al., 2001). For a D-dimensional orientation vector $\vec{x}$, the probability distribution function is:

$$
p(\vec{x} | \vec{\mu}, \kappa) = C_D \exp(\langle \vec{\nu}^T \vec{\mu} \rangle),
$$

(5)

where $C_D(\kappa)$ is

$$
C_D(\kappa) = \frac{\kappa^{D/2-1}}{(2\pi)^{D/2} I_{D/2-1}(\kappa)},
$$

(6)

where $I_n$ is the modified Bessel function of the first kind at the order of $n$, $\vec{\mu}$ is the mean direction, and $\kappa$ is concentration parameter, which controls the concentration degree of the orientation with respect to $\vec{\mu}$. If $\kappa = 0$, the distribution will reduce to a uniform distribution. If $\kappa$ is large, the distribution will be close to a Gaussian distribution with $\vec{\mu}$ as the mean and $1/\kappa$ as the variance.

Here, we focus on the two-dimensional outcrop maps. Fig. 7 shows rose diagrams of two outcrop maps at the Achnashellach Culmination field area (Figs. 7B and 7D in Watkins et al., 2015). Fractures with different orientations possibly belong to different fracture sets because of different stress states during the geologic history (Laubach, 1988). In each fracture set, the orientation is highly concentrated and usually has a large $\kappa$ value (Kemeny and Post, 2003). To distinguish fracture sets on an outcrop map is nontrivial because the fracture orientation is only one of the important factors in distinguishing different fracture sets, and the abutting and overprinting criteria between fractures are essential as well (Weismüller et al., 2020). More importantly, the stress history, fracture configurations, and stress relief/shadowing effects in the subsurface are usually inaccessible. Therefore, we regard each outcrop map as an integrated fracture system instead of investigating each fracture set. The corresponding $\kappa$ values for outcrop maps in Fig. 7 are 2.3 and 2.9, respectively. The small value of $\kappa$ makes the orientation distribution close to a uniform distribution, which is a widely used assumption in many SDFN modeling cases (Bour and Davy, 1997; Zhu et al., 2018).

Summarized $\kappa$ value for all 80 outcrop maps are presented versus the outcrop scale in double-logarithmic coordinates in Fig. 8(a). The collected outcrop maps have their size similar regarding the number of pixels in the longest distance, therefore, the resolution (m/pixel) is chosen to represent the scale of the outcrop map. Most small-scale outcrop maps have their orientations scattered and yield a small $\kappa$ value ($\kappa < 3$), which indicates that fracture systems may be composed of many fracture sets with different orientations. Large outcrops tend to have more concentrated orientations, and the largest outcrop has the most concentrated orientation with $\kappa = 100.2$. The correlation coefficient between the outcrop scale and $\kappa$ in double-logarithmic coordinates is 0.48, implying a positive correlation between these two parameters. However, the positive correlation is mainly caused by four anomalous data points (large-scale faults), which are marked in green. Fig. 8(b) shows $\kappa$ values after removing four anomalous data points, and the correlation coefficient is close to zero. Usually, it is difficult to collect outcrop maps at large scales, which makes outcrop maps of large faults insufficient. With available datasets in this research, large faults tend to have concentrated orientations. If this trend is valid in reality, it can partially explain the small coalescence probability of large fractures because they are concentrated in orientations and difficult to intersect each other.

### 3.3. Fracture intensity

Natural fractures are usually regarded as spatially clustered instead of uniformly distributed (Zhu et al., 2018; Akara et al., 2021). Commonly used methods to measure the spatial clustering of fracture networks include one-dimensional sampling, which measures the spacing between fractures in a given fracture set, or two-dimensional sampling, which maps fracture traces exposed on the outcrop (Gillespie et al., 1993). Here we adopt the two-dimensional sampling. We divide outcrop maps into small boxes and calculate the fracture intensity in different boxes to measure the spatial clustering of the fracture network. The box intensity is defined as:

$$
P_{i} = \frac{L_i}{A_i},
$$

(7)
where $P_{21}^i$ follows the notation of fracture intensity proposed by Der-showitz et al. (1992), and it means the total length of fracture traces per unit area in the box $i$; $L_i$ is the total length of fracture traces in the box $i$; $A_i$ is the area of the box $i$.

The box size should choose properly according to the size and complexity of the fracture network with trial and error. If the box size is too small (Fig. 9a), the detailed structure of a fracture network is captured, but the void space between fractures is uncovered, so the spatial clustering cannot be measured. If the box size is too large (Fig. 9c), then the domain is over-averaged, and spatial variations of box intensities are insignificant. A proper box size should make most void space inside the fracture network covered, and the spatial variations of box intensities are preserved. Through trial and error, 30 pixels is a proper box size for most outcrop maps in this research, and one example is shown in Fig. 9b.

The spatial variations of the box intensity reveal the spatial clustering of fractures. We use the coefficient of variation (CV) to measure the spatial clustering of a fracture network:

$$CV = \frac{\sigma}{\mu},$$  

where $\sigma$ is the standard deviation of box intensities; $\mu$ is the mean value of box intensities.

The CV value is sensitive to the box size as discussed above. However, 30 pixels as the box size is a good option for most outcrop maps. For a few outcrop maps with sparse fractures, boxes with a size of 30 pixels cannot cover the most void space, and 100 pixels is a better choice. However, CV values calculated for those outcrop maps with box sizes of 30 and 100 pixels are close. Therefore, we take a box size of 30 pixels for all outcrop maps in this research, and the spatial clustering effects in different fracture maps are comparable. Fig. 10 presents the compilation of all CV values for 80 published outcrop maps.
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3.4. Topological structures
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The correlation coefficient between CV and the scale is almost 
0, indicating that spatial clustering can exist in all fracture networks 
regardless of the scale. The maximum, minimum, and mean values of 
CV are 0.68, 0.20, and 0.51, respectively. The standard deviation of 
CV is 0.1, implying an insignificant variation of CV in different outcrop 
maps.

Spatial clustering can be attributed to impacts of fracture geomet-
ries, such as fracture positions, lengths, and orientations. It is difficult 
to separate contributions from each factor. To focus on the impact of 
fracture positions, we generate two stochastic fracture networks with 
their fracture centers following a fractal and uniform spatial density 
distribution, respectively. We keep the other geometric parameters the 
same and investigate the clustering effect caused by center positions.

Figs. 11(a) and (b) show the two stochastic fracture networks, 
and their box intensities are shown in Figs. 11(c) and (d). These two 
fracture networks have lengths that follow a power-law distribution 
with the exponent equal 3.0, and orientations follow a von Mises–Fisher 
distribution with \( \kappa = 1.5 \). The CV values for the two fracture networks 
are 0.26 and 0.65, respectively. The fracture network with uniformly 
distributed fracture centers has the CV smaller than most outcrop maps. 
In contrast, the fracture network with clustered center positions has 
a much larger CV and is closer to reality. This observation suggests 
that natural fracture networks may have clustering effects caused by 
their clustered positions. However, fracture lengths and orientations 
may have significant impacts on CV as well. Therefore, more detailed 
and strict variable control should be implemented in future research to 
evaluate each geometric parameter’s impact comprehensively.

![Fig. 11.](image-url) (a) and (b) are examples of SDNFs generated by HatchFrac (Zhu et al., 2022b). (c) and (d) are box intensities of fracture networks (a) and (b), respectively. Two stochastic discrete fracture networks have their lengths that obey a power-law distribution, and the exponent is 3.0. Fracture orientations follow a von Mises–Fisher distribution with \( \kappa = 1.5 \). Fracture center positions follow a uniform (left) and fractal (right) spatial density distribution, respectively. The fractal dimension used in the right subfigure is 1.8. The termination criterion is forming a spanning cluster connecting four sides of the domain.

Fracture networks with a higher proportion of T-type and X-type 
nodes have better connectivity. Most natural outcrops have good con-
nectivity because their CV value is significant. More importantly, most 
natural fracture networks have a large proportion of T-type nodes. 
T-type nodes are essential to improve the connectivity of a natural 
fracture system because a high proportion of T-type nodes can lead 
to fewer dead-ends within each connected cluster (Dershowitz and 
Einstein, 1988; Barton and Hsieh, 1989).

Fig. 12(b) shows the plot between the connectivity index \( C_B \) and the scale. The correlation coefficient is \(-0.42\), indicating a moderate neg-
ative correlation between these two parameters. Large-scale fracture 
networks usually have weaker connectivity than small-scale fracture 
networks under the data collection in this research. One crucial factor is 
that large fracture systems are more likely to have concentrated orienta-
tions, as discussed in the previous section on fracture orientations. Such
3.5. Clusters and flow analysis

Topological analysis can quantify the connectivity of fracture networks but cannot explicitly demonstrate the flow pathways. Investigating the impact of fracture networks on the subsurface flow requires at least two aspects. One is the cluster analysis, where local and global connected fractures are identified. The other one is the impact of fracture sealing and stress on fracture permeability.

Fluid flow happens in connected instead of isolated fractures for low permeability formations. Therefore, clusters of connected fractures in outcrop maps must be checked. With the DFN modeling software, HatchFrac (Zhu et al., 2022b), we can check and label clusters of those outcrop maps after the digitization. Fig. 13 shows different clusters in outcrop maps from Spireslack open cast coal pit, south of Glasgow in Scotland (Fig. 7 in Healy et al., 2017). We use different neighboring colors to distinguish different clusters. In Fig. 13, no spanning cluster is formed (a spanning cluster connects all boundaries of the outcrop map). Local clusters have different sizes and yield good local instead of global connectivity. Fig. 14 shows clusters in outcrop maps at Achnashellach Culmination field area (Figs. 7B and 7D in Watkins et al., 2015). Spanning clusters are formed in both outcrop maps marked in red. 63 out of 80 natural outcrop maps have formed a spanning cluster, shown as red data points in Fig. 15. For small-scale outcrop maps, the percentage of forming a spanning cluster is even higher, indicating good global connectivity of fracture networks. Fig. 15 also shows the fracture intensity $P_{21}$ calculated for the entire fracture network in each outcrop map.

A well-connected fracture network is a premise for the subsurface flow in low-permeability formations. However, closure and sealing of fractures caused by compression and cementation over the geologic time can significantly reduce the fracture permeabilities (Ito and Zoback, 2000; Im et al., 2018). Under today’s stress field or having severe stress perturbation, e.g., hydraulic fracturing, critically oriented fractures can be critically stressed and slide (Barton et al., 1995). Sliding of critically stressed fractures can induce shear dilation and enlarge the fracture aperture due to fracture roughness (Kim and Inoue, 2003). Non-critically stressed fractures are probably sealed and impermeable after a long geological history.

To better demonstrate the impact of fracture sealing and stress, Fig. 16 shows a global stress analysis of real outcrop maps. In Fig. 16, we assume the principal stress $S_1 = 1.0$ as the reference, with the orthogonal principal stress $S_2 = 0.6S_1$ and pore pressure $P_p = 0.5S_1$. The Coulomb failure criterion (Coulomb, 1773) is adopted for simplicity to distinguish critical and non-critical stressed fractures (Im et al., 2018; Mattila and Follin, 2019):

$$\tau = \mu(S_n - P_p),$$

where $\mu$ is the friction coefficient of the fracture plane, $P_p$ refers to the local pore pressure, and $\tau$ and $S_n$ are the shear and normal stresses on a fracture plane, respectively.
In Fig. 16, red fractures are critically stressed and highly permeable due to sliding; blue fractures are mechanically stable and non-permeable because of sealing. Non-critically stressed fractures could also be partially sealed and yield complex sealing patterns. The local stress impact can be essential for fracture reactivation and propagation. However, those factors are out of the scope of this research, and relevant work is available in our previous (Chen and Wang, 2017; Zhu et al., 2021a) and future research. The stress state of each fracture is shown in a Mohr’s diagram in Figs. 16(c, d). Red crosses refer to stress states of critically stressed fractures, and blue dots are stress states of mechanically stable fractures.

To explicitly demonstrate the impact of fractures on the formation permeability, a full-scale, embedded discrete fracture matrix simulation is conducted with UNCONG simulator (Li et al., 2015), and the formation permeabilities in different scenarios are calculated. A square subdomain (green square) from Fig. 16(a) is taken for convenient implementation of boundary conditions, and the size of the subdomain is set as 100 m × 100 m. A constant pressure boundary condition is applied, where the inflow boundary (left side) has a constant pressure of 2.0 bar, and the remaining three boundaries have zero bar. The pressure difference provides a macroscopic pressure gradient of 0.0021 m, which makes the Reynolds number close to a realistic range, $O(10^{-3})$. The upper and lower boundaries are impermeable.

The matrix has a permeability of 0.1 mD since we are considering a low permeability formation. Critically stressed fractures are assumed to have a permeability of 20,833 mD, six orders of magnitude larger than the matrix permeability. Three scenarios are considered to demonstrate the impact of fractures on the formation permeability; i. no fractures; ii. critically stressed fractures have a permeability of 20,833 mD, and non-critically stressed fractures are impermeable (Fig. 17(a)); iii. both critically stressed and non-critically stressed fractures have a permeability of 20,833 mD (Fig. 17(b)).

The formation permeability of the first scenario is set as the reference, where $K_{\text{ref}} = 1.0$. Pressure distributions of three scenarios are presented in Figs. 17(c–e). If all fractures are highly permeable, fractures can significantly increase the formation permeability by 262%. However, if only critically stressed fractures are permeable, the increase is only 8% and insignificant. Although the fracture network in the chosen subdomain has good topological connectivity, its hydraulic conductivity is not guaranteed. Fractures can be essential for fluid flow in low permeability formations. However, their impacts highly rely on many other factors besides topological connectivity, such as fracture sealing degrees and patterns, and local and global stress conditions, which will be further addressed in future work.

4. Discussion

Through digitizing published natural outcrop maps with the pixel-based fracture detection algorithm, we systematically investigate geometric patterns of fractures, including fracture lengths, intensities, orientations, and topological structures. The geometric patterns are essential for discrete fracture network modeling since the critical strategy of SDFN modeling is to describe fracture geometries with statistical distributions. The validation of such discrete fracture networks is impossible because the comprehensive information about the subsurface structures is inaccessible with current technologies. The confidence of SDFN models thus depends on the justification of chosen statistical distributions.

A power-law distribution usually describes fracture lengths. However, this research shows that fracture lengths may not follow a single power-law distribution but multiple power-law distributions with varying exponents. The simplistic model proposed explains a possible origin of the power-law distribution considering fracture growth and linkage. The derived power-law exponents of fracture lengths are larger than 1.0, consistent with most outcrop observations. Two parameters adopted in the simplistic model, the coalescence probability and the number of coalesced minor fractures, can successfully explain the variation of power-law exponents for fractures with different lengths. The exponent is usually large for long fractures, possibly attributed to a small coalescence probability caused by concentrated orientations, sparse fractures, and high requirements on stress conditions.

Over a long geologic history of subsurface rocks, varying stress states can generate fracture sets with different orientations (Barton et al., 1995). Each fracture set has concentrated orientations and thus has a large $\kappa$ value. However, the stress history is hardly known, and most SDFN models regard all sets of fractures belonging to an integrated fracture system and describe their orientations with a uniform distribution. From observations in this paper, most small-scale fracture systems ($<100$ m) have their orientation distribution close to a uniform distribution because the corresponding concentration degree $\kappa$ is smaller than 3.0 in a von Mises–Fisher distribution. However, large fracture systems usually have more concentrated orientations with a large $\kappa$ value as observed in the collected datasets in this research. A
Fracture outcrop maps at Achnashellach Culmination field area (Figs. 7B and 7D in Watkins et al., 2015). Red line segments refer to critically stressed fractures and blue line segments are mechanically stable fractures. The stress state of each fracture plane is shown in the Mohr’s diagram. A subdomain (green square) is selected for the flow simulation.

Fracture permeability considering stress impact; (b) Fracture permeability considering no stress impact (all fractures are open); (c–e) pressure distribution of the formation in different scenarios: (c) no fracture; (d) critically stressed fractures have a permeability of 20,833 mD, and non-critically stressed fractures are impermeable; (e) both critically and non-critically stressed fractures have a permeability of 20,833 mD.

A positive correlation exists between the scale and concentration degree ($\kappa$). Concentrated orientations of large fracture systems can make them difficult to intersect and merge, thus making large fractures have a small coalescence probability. Fracture intensities are usually not spatially uniform but clustered. Spatial clustering can improve local connectivity but hardly contribute to global connectivity. Such spatial clustering can exist in all fracture networks regardless of scale, possibly attributed to fracture lengths, orientations, and fracture positions. Evaluating the impact of each geometric parameter on spatial clustering needs more strict variable control and detailed investigations, which is beyond the scope of this paper and will be discussed in future research. A fractal spatial density distribution generates clustered positions and significantly increases the spatial clustering of the system. Therefore, a fractal spatial density distribution can better capture the spatial clustering of fracture systems compared with a uniform spatial density distribution.

The topological analysis finds that most natural fracture networks have a significant proportion of T-type nodes and good connectivity. However, commonly adopted SDFN models cannot generate T-type nodes but only X-type and I-type nodes. A random truncation of branches at X-type nodes to form T-type nodes is undesirable for developing realistic fracture networks because the abutment relationship reveals the growth history of fractures. Therefore, it is necessary to mimic the fracture growth process and form T-type intersections. Detailed numerical simulation based on fracture mechanics is inapplicable for discrete fracture networks with massive fractures. Rule-based fracture growth process (Davy et al., 2013) is more appropriate for the implementation. Rules, such as nuclei distributions, growth criteria,
growth velocities, and termination criteria, can be summarized from classic theories, experiments, and numerical simulations. Then, growth rules can be incorporated into an SDFN model at each time step to mimic the growth process.

Furthermore, there is a spanning cluster formed in 63 out of 80 natural outcrop maps, indicating good topological connectivity of exposed fracture networks. However, fracture networks are three-dimensional in the subsurface, and outcrops can only be regarded as cross-section maps of the corresponding 3D structures with the ground as the cross-sectional plane. If the surface outcrops and subsurface formations are similar regarding the structural patterns and rock types, they can be relevant to each other. Complex factors, including weathering and stress-release, cause significant differences between outcrops and the subsurface systems (Ukar et al., 2019). Therefore, 2D outcrop maps cannot completely characterize the real subsurface fracture networks. A preliminary investigation of the correlation between the connectivity in 2D and 3D fracture networks is available in our recent work (Zhu et al., 2022a). In 2D outcrop maps, good topological connectivity (formation of the spanning cluster) does not ensure good hydraulic conductivity because fracture permeability can be significantly reduced, attributing to the compression and sealing. Therefore, considering sealing degrees and patterns, local and global stress states are necessary to evaluate the flow contribution from fractures in low permeability formations.

In a nutshell, several improvements listed above are available for current SDFN models to be more representative.

5. Conclusions

We have analyzed fracture geometries in detail with 80 published outcrop maps. The findings and observations from this research help construct a representative discrete fracture network. A meaningful SDFN model is a premise for investigating complex flow behaviors in the subsurface. The key conclusions from our research are:

- A pixel-based fracture detection algorithm can interpret binary outcrop maps as polylines. The algorithm is robust, accurate, and efficient.
- For most outcrop maps, fracture lengths follow multiple power-law distributions instead of a single one. Large fractures usually have large exponents, possibly because of a small coalescence probability.
- Natural fracture systems are usually composed of many fracture sets with different orientations, which results in small $\kappa$ values in a von Mises–Fisher distribution. Most small-scale fracture systems have their concentration parameter $\kappa$ smaller than 3.0. Large fracture systems usually have more concentrated orientations with large $\kappa$ values.
- Fracture intensities are usually spatially clustered instead of uniformly distributed in fracture systems at all scales. A fractal spatial density distribution can better capture spatial clustering by generating clustered fracture positions.
- Natural fracture networks are usually well connected with many T-type intersections. A rule-based algorithm is necessary to mimic fracture growth and form T-type nodes in conventional SDFN modeling.
- Most collected natural outcrop maps form a spanning cluster in this work, indicating good topological connectivity. However, fracture sealing and stress impact on the fracture permeability should be considered to evaluate the conductivity of fracture networks.

In this work, we collect and analyze 2D outcrop maps. However, 2D outcrop maps can be regarded as relevant to the subsurface structures when the rock types and geological settings of outcrop and subsurface formations are similar. Furthermore, outcrops are 2D cross-section maps of actual 3D fracture networks in the subsurface after experiencing severe weathering and stress release. More research is necessary to link the properties, such as fracture intensity, connectivity, and conductivity, in different dimensions.
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Appendix A. A simplistic model

We propose a simplistic model to demonstrate a possible origin of the power-law distribution of fracture lengths. The model simplifies the fracture growth process by capturing the two most important fracture patterns: self-similarity and fracture coalescence. Fig. A.18 shows similar fracture geometries in different scales and a sketch map for the coalescence of echelon fracture segments. The basic assumptions are listed below:

- Initial fractures are small fractures with a constant length, $l_0$, and the number of initial fractures is $N_0$;
- Large fractures grow from the coalescence of small fractures. $n_s$ is number of small fractures, which coalesce and form one large fracture (as $n_3 = 3$ in Fig. A.18b);
- The length of coalesced fracture equal $l_s = l_{i-1}$. The overlapping and underlapping structures are ignored;
- A constant coalescence probability, $p$, applies on each generation and decides the number of small fractures coalesced to form large fractures in each generation.
- At the $i$th generation, $N_i/N_0$ fractures will coalesce and form the $i$th generation fractures with length $l_i$. The number of remaining fractures at the $i - 1$ generation is denoted as $N_i(\text{remain})$ and those fractures are observable with length $l_{i-1}$, which is equal to $N_i(\text{remain}) \times (1 - p)$

At the initial state ($n = 0$), we have

\begin{align}
N_0 &= N_0 \\
l_0 &= l_0
\end{align}

At the first generation, $n = 1$

\begin{align}
N_1 &= N_0 N_s/p_s \\
l_i &= n_s l_0 \\
N_i(\text{remain}) &= N_0(1 - p)
\end{align}

where $N_i(\text{remain})$ is the remaining fractures at the initial state.
At the second generation, \( n = 2 \)

\[
\begin{align*}
N_2 &= \frac{N_1 \times p}{n_s} = (\frac{N_2}{p})^2 N_0 \\
I_2 &= n_s^2 I_0 \\
N_1(\text{remain}) &= N_1(1 - p) = N_2 \times n_s^2 (1 - p)
\end{align*}
\]  
\tag{A.3}

At the \( N \)th generation, \( n = N \)

\[
\begin{align*}
N_N &= \frac{N_{N-1} \times p}{n_s} = (\frac{N_N}{p})^N N_0 \\
I_N &= n_s^N I_0 \\
N_{N-1}(\text{remain}) &= N_{N-1}(1 - p) = (\frac{N_N}{p})^{N-1} (1 - p) N_0
\end{align*}
\]  
\tag{A.4}

Take the logarithm of the first two equations in Eqs. (4), we have

\[
\begin{align*}
\ln \left( \frac{N_N}{N_0} \right) &= N \ln(\frac{N_N}{n_s}) \\
\ln \left( \frac{I_N}{I_0} \right) &= N \ln(n_s)
\end{align*}
\]  
\tag{A.5}

Therefore, we have

\[
\ln \left( \frac{N_N}{N_0} \right) = \ln \left( \frac{I_N}{I_0} \right) \ln(\frac{N_N}{n_s}) / \ln(n_s)
\]  
\tag{A.6}

Therefore, we have

\[
\left( \frac{N_N}{N_0} \right) = \left( \frac{I_N}{I_0} \right) \left( \frac{N_N}{n_s} \right)^{-1}
\]  
\tag{A.7}

\[
\ln \left( \frac{N_N}{N_0} \right) = \ln \left( \frac{I_N}{I_0} \right) \ln(\frac{N_N}{n_s}) / \ln(n_s)
\]  
\tag{A.8}

Therefore, we see that the length of fractures at different generations (or different scales) follows a power-law distribution, and the exponent should be smaller than \(-1\) (when \( p \) equals 1).

However, what we observe in reality is the remaining fractures. With the similar procedures, the number of remaining fractures at the \( N \)th generation follow a power-law distribution.

\[
\frac{N_{N(\text{remain})}}{(1 - p)N_0} = \left( \frac{I_N}{I_0} \right) \left( \frac{N_N}{n_s} \right)^{-1}
\]  
\tag{A.9}

Since both \( N_N \) and \( N_{N(\text{remain})} \) follow a power-law distribution with the same exponent, but different coefficients, we do not distinguish these two parameters and denote the number of fractures with length \( l_N \) as \( N_N \) for the following discussion.

\[
\frac{N_N}{N_0} = \left( \frac{l_N}{l_0} \right)^{-a} = 0
\]  
\tag{A.10}

therefore, the number of all fractures larger than \( l_0 \) is zero and we only have fractures at the initial state.

\[
\frac{N_N}{N_0} = \left( \frac{l_N}{l_0} \right)^{-1} = l_0 l_N
\]  
\tag{A.11}

therefore,

\[
N_N = \frac{l_0}{l_N} \times N_0
\]  
\tag{A.12}

This scenario has the exponent of 1.0 and the numbers of remaining fractures at all previous generations are zero.

Because of complex stress states and interactions between fractures (such as stress shadow), the coalescence probability cannot be 1.0. If we take \( p = 0.7 \) and \( n_s = 3 \), we have the exponent

\[
a = -(\ln(0.7) / \ln(3)) - 1 = 1.32
\]  
\tag{A.13}

If \( p = 0.3 \) and \( n_s = 3 \), the exponent is about 2.1; If \( p = 0.1 \) and \( n_s = 3 \), the exponent is about 3.1; If \( p = 0.01 \) and \( n_s = 3 \), the exponent is about 5.9. Therefore, a larger exponent may suggest a smaller coalescence probability.

Fig. A.18. (a) Demonstration of self-similar geometries of natural fractures in different scales (after Zhu et al., 2021d); (b) A sketch map showing the coalescence of echelon fracture segments.
These derivations explain why fracture lengths of different scales follow a power-law distribution and provide a possible range for the exponent \([1, \infty] \). The exponent depends on the coalescence probability and the number of coalesced fractures, but it has to be larger than 1. Bonnet et al. (2001) provided a compilation of power-law exponents for fracture length distributions of different outcrop maps. Only one map has their exponent equal to 0.9 (table 2 in Bonnet et al., 2001). A possible reason is their length measurement is inaccurate, and the fitting is not perfect because the outcrop map shows a km-scale fault system.

### Appendix B. Cumulative length distribution

Furthermore, we can derive the cumulative length distribution by an integration of the length distribution.

\[
C_N \sim \int_{l_{\text{min}}}^{l_N} N(a) \, da = (1 - a) [N(1 - a) - N(a)] = (1 - a)^{-a} \, \ln (N(a))
\]

Therefore:

\[
c_N \sim (1 - a)^{-a} \, \ln (N(a))
\]

where \( a = \ln \left( \frac{N(a)}{N(l_{\text{min}})} \right) - 1 \).

From collected data length, we can see that the cumulative length distribution does not follow a single power-law distribution but multiple power-law distributions. The exponents become larger when fracture lengths increase. The larger exponent means a smaller coalescence probability. Therefore, the coalescence probability, \( p \), should be a function of the fracture length:

\[
p = p(l, \text{others}) < 0
\]
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